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Abstract: Software Defined network is an emerging and evolving network technology. A significant 

advantage of SDN is that it offers centralized control of the network, where all controller operations 

are centralized. The open-source Software Defined Networking (SDN) emulator, Mininet, has been 

utilized for generating and simulating virtual networks, in conjunction with POX, an open-source 

remote controller. A publicly available dataset, NSL KDD, is utilized for intrusion detection, 

evaluation, and comparison among several classification algorithms. In this proposed work, a 

supervised machine learning algorithm, a Decision Tree, is utilized for intrusion detection. Python 

is used as a tool to create, test, and compare different approaches to detect malicious attacks and 

identify the best one among them. These experiments are conducted to achieve results based on 

accuracy, recall, false positives, F-measure, and precision. Our proposed ML approach possesses 

more potential for intrusion detection using an accuracy measure. The decision tree is the best 

approach to detect intrusion based on detection speed and effectiveness. The precision of a decision 

tree is also the highest and most accurate among machine learning techniques. 
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1. Introduction 

Software-defined networks have been widely adopted in various organizations over the past few 

years. In SDN, hardware-based control of network systems has been transformed into software-based 

control. The decoupling of the control plane and the forwarding plane provides ease of network 

programmability. SDN enables the control of networking behavior through software, eliminating the need 

for physical connectivity. It is centrally controlled, providing easy restoration, security, and bandwidth 

management [1]. Unlike traditional network architecture, SDN is a new technology with a dynamic nature. 

The primary communication interface between the control and data layers is OpenFlow. Any group of IP 

packets that have common properties is called a flow. One of the significant benefits of SDN is multivendor 

interoperability. At the same time, SDNs face some security threats as they are more prone to 

vulnerabilities [2]. An Intrusion Detection System is the most critical countermeasure for network security. 

It has two main categories: signature-based and Anomaly-based intrusion detection systems. The former 

checks incoming packets based on a signature database of previous attacks, while the latter is based on a 

baseline model and identifies the deviations. 

The primary reason that puts SDN in the forefront is the emergence of new security threats that 

significantly impact this networking architecture. One of the attacks that is harmful to this kind of network 
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is DDoS. Distributed Denial of Service (DDoS) attacks can cause significant loss to SDN architecture, 

whether it involves controllers or OpenFlow switches, if not adequately secured; the system becomes 

highly vulnerable to attacks. According to CVNI, Cisco Visual Networking Index, a survey showed that 

about 20 million DDOS attacks could happen by 2020, three times more than in 2015, and they are getting 

stronger with multiple attack vectors. Studies have shown that SDN can experience significant delays in 

delivering messages and a high packet loss rate when a saturation attack compromises the OpenFlow 

medium. Many businesses, industries, and social media platforms are at risk, resulting in financial and 

reputational losses. Therefore, it's a pressing need of the hour to implement safety measures that detect 

these attacks and apply a suitable solution to enhance their security.  

To support the ongoing use of SDN, various techniques and methods have been employed to detect 

and mitigate potential losses associated with these anomalies. An important technique utilized globally is 

the application of machine learning algorithms that can be very beneficial for attack detection and 

mitigation [3]. When we compare the solutions of attack detection in a network using ML and non-ML 

approaches, we find that machine learning algorithms prove themselves to be more accurate than other 

techniques. Many machine learning research pieces have been conducted in different domains, but there 

are only a few on SDN. So, there is still considerable potential for research in the area of protecting SDN 

from threats. Using machine learning in SDN, many factors may affect the efficiency of every approach. 

One of the significant factors is the selection of attributes for the training and testing datasets; the second 

is the selection of classification models, the domain, and many others. We can’t say that some specific 

machine learning classifier can perform best in all domains.  

In this research, we demonstrated an SDN environment with the POX controller and detected 

intrusion attacks using some algorithms and compared their performance with one another in terms of 

accuracy, speed of detection, recall, F-measure, and precision. The ML classifiers we use here are KNN, 

Decision Tree, Naïve Bayes, and Support Vector Machine.  

 

2. Background and Literature Review 

The SDN architecture, as compared with traditional networking architectures, decouples planes in 

the new architecture that expose new attack surfaces, thus providing a larger attack surface area. Attacks 

such as Denial of Service (DoS), Distributed Denial of Service (DDoS), IP spoofing, unauthorized access to 

various network elements, configuration issues, protocol flooding, and many other threats can harm its 

infrastructure if not adequately protected. Each layer of SDN is vulnerable to different types of attacks. In 

the application plane, the software is used in a way that consumes sources, generating fake transactions 

that make them unavailable to the legitimate users’ transactions that make them unavailable to the 

legitimate users. One example of an application-layer attack is the HTTP flood. In a control plane attack, 

which can be devastating to the entire network, the controller is compromised, affecting its performance 

and availability. Hence, disturbs the communication with different components. When we discuss data-

plane attacks, the first devices that come to mind are switches and routers, among others. These could be 

attacked by two options: first, by switches, and second, by the southbound API, where massive malicious 

traffic could be sent to attack the switches through new and unknown IPs.  

A Denial of Service (DoS) occurs when an intruder consumes network resources with fake traffic, 

rendering them unavailable to legitimate users. A Distributed Denial of Service (DDoS) is a large-scale 

variant in which multiple compromised systems overwhelm a target host or network, often causing severe 

disruption. Figure 1 illustrates various threats, including DoS and DDoS, that can degrade network 

performance. 

• Volumetric Attack 

• Application Layer Attack  

• Protocol Attack 

The machine learning-based methods for intrusion detection in the network, both supervised and 

unsupervised algorithms, have been utilized to develop models. When the dataset is selected, different 

classifiers are used for feature selection for the optimal subset. A significant number of algorithms have 

been used over the years for classification and other real-world problems. For classification purposes, 

decision trees, KNN, support vector machines, naïve Bayes, logistic regression, and others are widely used. 

When these algorithms are used, keep in mind some measures that assure their performance based on 
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some specific tasks. As we are discussing intrusion detection here, the best algorithms to develop an 

intrusion detection system for a network are KNN, ANN, Decision Tree, etc. Many researchers have 

proposed their own NIDS based on one or more algorithms. In the methodology section, we provide a 

detailed discussion of the algorithms used. Every algorithm has its own characteristics for classification 

and prediction, and performs differently in various environments. We can't propose a single best-used 

algorithm for all situations and purposes. 

 
Figure 1. Categories of Attack 

A well-known dataset, NSL KDD, which has been used for intrusion detection globally over the years, 

is also used in our experiment. It is the modified version of KDDCUP'99. It has four classes: basic, content, 

host, and traffic. The dataset we will be using in our experiments is NSL-KDD, which has 42 attributes. It 

is basically the modified version of KDD 99. A well-known dataset, NSL KDD that has been used for 

intrusion detection globally over the years is also used in our experiment. It is the modified version of 

KDDCUP'99. It has four classes: basic, content, host, and traffic. The dataset we will be using in our 

experiments is NSL-KDD, which has 42 attributes. It is basically the modified version of KDD 99. This 

dataset is labelled as two classes: Normal connection instance, and Attack/Anomaly instance. 

SDN software-defined network anomalies are now detected with the help of machine learning 

algorithms. To detect anomalies like DDoS, Viruses and worm in SDN [4] used NIDS type of network the 

work is an excellent success with DL (Deep learning) yet challenges like self-intruding are cause of 

significant concern in contrary to it [5] developed IDs by using the classic ML mechanisms such as SVM, 

KNN, ANN and RF these used methods were successful in the regards yet limited to some extent. Work 

contributed by [6] to create tools for user assistance in developing machine learning (ML). The results were 

helpful for configurative and testing frameworks from a perspective. Another progress in the model of 

NIDS with the help of DL (Deep learning) algorithms by [7], although the results were not good at the 

commercial level, it still has positive potential to be applied in the future. A variety of ML techniques, such 

as KNN, Naive Bayes [3], and SVM, were used by the attacker, including DD. The paper clearly classified 

and distinguished among focused documents on the machine learning (ML) technique of neural networks 

by [8], tests the IDS model on several attacks, including DDoS, U2R, and R2L, and presents the results for 

R2L. The results were as expected and are helpful for many purposes. Some machine learning (ML) 

techniques, such as J-48, SVM, KNN, and RF algorithms, are employed by [9] to address various types of 

DDoS attacks. The J-48 decision tree algorithm is found to be the most suitable for the devised model and 

is expected to remain helpful in the future.  

Recent studies have placed considerable emphasis on developing robust intrusion detection systems 

(IDS) tailored for Software Defined Networks (SDN), leveraging machine learning and deep learning 

methodologies to address evolving cyber threats. [10] presented a comprehensive survey in IEEE Access 

that categorized IDS approaches for SDN into machine learning, deep learning, and hybrid paradigms. 

Their review underscored the critical need for realistic, SDN-specific datasets, such as those found in SDN, 

while also highlighting the limitations of conventional datasets like NSL-KDD and UNSW-NB15, which 

often fail to capture the dynamic and programmable nature of SDN. The survey concluded that cross-

domain generalization and scalability remain significant challenges, motivating further research into 

adaptive models capable of handling heterogeneous SDN environments. 
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Building on this foundation, [11] compared Transformer-based models with CNN-LSTM 

architectures for intrusion detection in SDN. Using the In SDN dataset, they demonstrated that 

Transformer-based deep models achieved near-perfect accuracy (~99.4%), especially when combined with 

feature reduction techniques. Their work highlighted the trade-off between accuracy and computational 

efficiency, suggesting that while Transformer architectures offer state-of-the-art performance, their 

deployment in real-time SDN environments requires further optimization. Similarly, [12] proposed ML-

IDSDN, a machine learning-based IDS tested on synthetic SDN datasets generated through Mininet and 

Ryu. Their evaluation showed that Random Forest classifiers achieved up to 97% accuracy with relatively 

low computational overhead, proving that lightweight ML methods can still deliver competitive results 

for SDN-based security monitoring [13]. 

More recently, researchers have focused on hybrid deep learning strategies to improve the detection 

of complex attacks such as DDoS in SDNs. In a research paper [14] proposed a CNN–GRU hybrid model 

for DDoS detection, demonstrating superior performance over standalone models with accuracies above 

98%, particularly excelling in recall. Extending this direction, [15] introduced a meta-parameter optimized 

CNN-BiGRU with attention mechanisms, also targeting DDoS attack detection in SDN. Their model 

reported an accuracy of ~99.5%, demonstrating that meta-optimization techniques significantly enhance 

convergence stability and robustness. However, both works primarily focused on DDoS detection, leaving 

broader categories of intrusion underexplored. Collectively, these studies indicate a promising trajectory 

toward highly accurate IDS in SDNs, but also reveal critical gaps in dataset diversity, real-time deployment 

feasibility, and attack-type generalization that future research must address. 

Transformers capture long-range traffic relationships with near-perfect precision, but their 

computing cost limits real-time deployment. By combining spatial and temporal learning, hybrid models 

like CNN–GRU or CNN–BiGRU with attention enhance the detection of complex threats; nevertheless, 

they are still limited in scope, frequently concentrating on a single incursion type. This is addressed by 

adaptive machine learning, which provides flexibility where static frameworks fail by dynamically 

updating models to manage changing traffic and zero-day threats [16, 17]. They struggle with adversarial 

robustness, scalability, and stability, though. All things considered, these methods improve SDN security, 

but more effort is needed to strike a balance between precision, effectiveness, and generality in large-scale 

settings. 

Elsayed et al [18] carried out some results, irrespective of the algorithm used, with an IDS developed 

system on DDoS and botnet attacks. This gives a positive result on mitigation mirrors and can be effective 

at any level (Commercial and Domestic). [19] have used the algorithms SVM, KNN, and NB against a 

variety of attacks such as DDoS, IP spoofing, UDP, and SYN flooding attacks. The current work is 

supervised in a single-controller SDN environment. Over 20 different data sets were used, and the results 

were full of ups and downs [20]. It's hard to say any single statement about how the selected technique acts 

against the generated attack, which gives a lead to future work that uses unsupervised ML algorithms and 

multiple controllers. A work for SDN based on DL (Deep learning) and ML (machine learning) algorithms, 

as focused on by [21], utilized switches such as POX and NOX, which are based on Python and C++, 

respectively. There was a significant difference between the two approaches used, and in the near future, 

they planned to implement their proposed model in a real-life network and traffic. HMIPv6 is a mobility 

management protocol designed to optimize handover performance in IPv6 networks [22].  Researchers 

have extensively explored both supervised and unsupervised machine learning and data mining 

techniques to enhance anomaly detection capabilities.  [23, 24]. 

A study carried out by [25] on the IOT networks by deploying the ML (machine learning) algorithms 

is of great significance, where they worked regardless of the architecture they used. The outcomes of 

deploying all the ML techniques show that the regression tree models are the most suitable of all. A Middle 

East researcher [26] also proposed that the IDs architecture follows the ML (machine learning) algorithms 

such as RF, Artificial neural network, SVM, and K-nearest neighbor. The average calculated accuracy was 

around 76% which cannot be considered an encouraging result. A flaw was encountered in the architecture 

where ML does not collaborate positively. SOM is an unsupervised ML (machine learning) algorithm 

tested on SDN architecture to detect all DDoS attacks by [27] and Surprisingly the detection rate was up to 

98% which was very high for such a setup, Where other ML algorithms such SVM, RF, J-48, where not even 

close the readings taken by SOM algorithms in the series of experiment, Such results were carried out in 



Journal of Computing & Biomedical Informatics                                                                                         Volume 09  Issue 02 

ID : 1075-0902/2025  

the presence of NOX controller (C++ based controllers) and it is believed that POX (Python based 

controllers) are not so much accurate for the respective setup. MADMAS, an architecture for SDN, is being 

tested by [28] with the ML (machine learning) algorithms such as SOM, M-SOM, LVQ1, M-LVQ1 and H-

LVQ1 on the generated traffic with attacks such as DDoS, U2R, R2L and different kinds of probes, The 

advantage of using MADMAS architecture is being showed by experimentation that controllers may 

remain unsupervised and still the architecture would manage to detect the malicious activities around, The 

future works include the detailed studies on H-LVQ1 because they believe that it would be the key to 

success with such an architecture to detect the saturated attacks. A series of experiments and a bunch of 

results were carried out using KDDCup-99 and NSL-KDD datasets with ML (machine learning) techniques 

by Elsayed.  The results concluded were of average type, like they are between 75% and 80% accurate [29]. 

Still, they believe that with such a setup, room for improvement exists, so their future work includes testing 

on the KDDCup-99 dataset using a DL (Deep learning) algorithm. A detailed concept of NFV-enabled 

cloud over a 5G network is presented in a journal [30]. In this very journal, they used AI to detect a possible 

malicious attack in a multi-layered cloud-enabled 5G network. The results were quite disturbing because 

the used technology hardware does not fully coordinate with the developed algorithm and the applied 

technique, yet in the future, they will carry out the result with advanced hardware with a processor 

frequency greater than 5 GHz. 

Table 1. Summary and Critical Evaluation of ML/DL-Based SDN Intrusion Detection 

Citation(s) Approach & Contributions Critical Evaluation 

[4]–[9] Early ML/DL IDS (SVM, KNN, ANN, RF, 

neural networks, decision trees) for SDN 

anomaly detection 

Limited scalability, real-time 

applicability, and generalization 

[10]–[16] Hybrid and advanced DL models 

(Transformers, CNN-LSTM, CNN–GRU, 

CNN-BiGRU); evaluated on multiple datasets 

High accuracy for specific threats; 

broader coverage and real-time 

deployment remain challenges 

[17]–[20] ML/DL and unsupervised models (SOM, 

MADMAS) on different controllers (POX, 

NOX) 

Controller-dependent performance; 

high-volume/multi-controller setups 

need optimization 

[21]–[22] Dataset-based evaluations (KDDCup-99, 

NSL-KDD) and AI for NFV-enabled 5G 

networks 

Dataset realism and hardware 

constraints limit real-world 

applicability. 

Table 1 includes key ML and DL approaches used for SDN intrusion detection, summarizing their 

main contributions and focus areas. It also provides a critical evaluation, emphasizing limitations in 

scalability, real-time applicability, and threat coverage. 

 

3. Methodology 

In this section, we talk about the methodology and simulation environment. For the experimental 

setup, we install Ubuntu in VirtualBox. After that, Miniedit in Mininet and Wireshark are installed. Some 

configurations are made to make sure the setup will work fine; after that, the relevant commands of the 

topology creation can be seen in the Mininet CLI. And also set up the remote controller in the controller 

settings of the Miniedit. In a new SSH session, Wireshark is opened so that packet flow can be visible. In 

another SSH session, some commands are written to make POX the remote controller. When the 'Run' 

button is clicked in the Miniedit, the topology structure can be seen in the Mininet Environment also.  

The Topology that is created can be seen in Figure 2. The experimental setup was created using a 

centralized controller to manage several switches, each of which is connected to an independent host. This 

layered structure reflects the separation of the control and data planes, with the controller handling 

decision-making while switching forward traffic between end hosts. An IDS module based on ML/DL 

approaches was also integrated to receive mirrored traffic from the switch to maintain real-time analysis 

together with the data plane. This arrangement allows for testing intrusion detection within a realistic yet 

controlled environment, enabling assessment of scalability, detection accuracy, and the interaction 

between centralized control and distributed traffic monitoring. This star topology is considered a campus 

management system, shown in Table 2. 
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In the experimental Topology, the remote controller is used, which is POX, and is connected with 

eight switches, and all eight switches are connected with eight separate hosts. Switches are associated with 

one another also. Below is Figure 3 for regular traffic and packet transmission between hosts. This indicates 

the packets flow after a gap of a few seconds. This is the IO Graph from Wireshark. 

 

 
Figure 2. Miniedit Topology in Mininet 

 

Table 2. Description of Topology 

Description Value 

No. of Controllers 1 

No. of Switches 8 

No. of Hosts 8 

Topology Star/Campus 

\  

Figure 3. Wireshark IO Graph 

 

 
Figure 4. Interface in Mininet 

Figure 4 shows the interface of Mininet for the normal flow of traffic. SDN Network creation and 

adding POX Controller have been completed. In the POX library, the l3_learning module was modified, 

and ML was used. A training set of NSL KDD was used to train the model.  

3.1. Selected Features 

We selected six features from the NSL KDD dataset in light of previous research based on their 

characteristics relevant to SDN. Below is the subset of features that was chosen from the NSL KDD dataset, 

and these features were traffic-based and belong to an introductory class. 

Table 3. Selected Features of NSL KDD 

Feature Description 

flag Status of the connection 
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srv count Request for the same services from a number of connections 

source bytes Number of bytes from the sender in a single connection 

protocol type Protocol type to make a connection 

destination bytes Number of bytes received in a single connection 

duration The time duration of making the network connection 

The selected features (flag, srv_count, source_bytes, protocol_type, destination_bytes, and duration) 

were prioritized as they represent fundamental traffic characteristics that significantly positively influence 

anomaly detection in SDN [1]. After training the model, we used the same setup along with ML Algorithms 

using the Testing dataset, having more than 22500 instances with both attack and regular classes. The 

controller then shows both the good and bad traffic. 

 
Figure 5. Successful Normal Flow in Mininet 

 
Figure 6. Attack Traffic 

The regular and attack traffic can be seen in Figure 7. 

 
Figure 7. IO Graph of Normal and Attack Traffic 

 

4. Results and Discussion 

4.1. Performance of ML Algorithms  

The performance of algorithms can be measured with a confusion matrix. It consists of a matrix that 

has n classes, the same number of rows, and columns. In this research, we have two classes, so the matrix 

will be of 2 x 2, one is normal and the other is an attack. 

• True positive: Number of times the malicious traffic is correctly observed  

• False positive: Number of times the regular traffic is incorrectly observed 

• True negative: Number of times the regular traffic is correctly observed 

• False negative: Number of times the malicious traffic is incorrectly observed 

Precision (P) is calculated by dividing the total number of true positives by the sum of true positives 

and false positives. Precision is the result of the system making correct conclusions. 
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The evaluation parameters are Precision, Recall, Accuracy, and F1 Score. The formulas for the 

respective parameters are calculated by Equations (1), (2), (3), and (4) as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
         (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃 

𝑇𝑃 + 𝐹𝑃 
           (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
            (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
        (4) 

Where TP, FP, TN, and FN indicate the true positive, false positive, true negative, and false negative 

values.  

4.2. Results 

The final results of the experiments are shown in Table 3.  

The results of precision, recall, F-measure, and build time of each algorithm are given below. 

Table 4. Algorithms with Measures 

 ML Algorithms Accuracy % F measure Precision Recall Time  

 Naïve Bayes 77.14% 1.19/ 0.001 1.72 91.5% 2.21 sec 

 KNN 76.57% 1.2/0.012 1.79 97.62% 21.25 sec 

 Decision Tree 79.75% 1.3/0.013 2.0 97.03% 17.04 sec 

 SVM 78.14% 1.30/0.013 1.93 98.07% 872.8 sec 

The bar graphs shown below describe the variation of measures of ML approaches that have been 

used for experiments. For the accuracy comparison of different algorithms, in terms of accuracy, the 

Decision Tree comes at the top. 

4.3. Graphical Representation of Results 

The graph shown in Figure 8 describes the accuracy of four selected algorithms. So, experiments 

show that the decision tree is highly accurate compared to other algorithms. The accuracy of the decision 

tree is 79.75%. SVM comes second with 78.14% accuracy. The third and fourth are Naïve Bayes and KNN 

with 77.14% and 76.57% accuracy, respectively. 

 
Figure 8. Accuracy Comparison 

Precision is another factor that is evaluated in our experiments. And again, the decision tree saves 

first place as compared to other algorithms. Below is the Bar chart of the comparison.  
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Figure 9. Precision Comparison 

The above Figure 9 shows the precision of the used algorithms. Here, it can be seen that Naïve Bayes 

gives the lowest precision, which is 1.72. KNN bears the precision of 1.79. Support Vector Machine comes 

second with a precision of 1.93. The highest precision is of the decision tree that has 2.0 precision. 

 

 
Figure 10. Speed Comparison 

The bar chart shown in Figure 10 depicts the speed of the detection of different algorithms. But the 

results are astonishing. Naïve Bayes can detect the attack in 0.03 minutes. The decision tree also performs 

well when it comes to the detection of an attack; its detection speed is 0.28 minutes. The remaining two 

algorithms, SVM and KNN, do not give a reasonable time of detection and can be devastating for the 

network. SVM took almost 13 minutes to process and detect the attack, while KNN took 35 minutes to 

predict the attack, which is so unbearable for the network security. 

Table 5. Comparative analysis of ML algorithms highlighting behavioral tendencies, dataset 

suitability, and computational trade-offs. 

Algorithm Behavior Dataset Fit Trade-offs 

Naïve Bayes Simple, assumes 

independence; weak F-

measure. 

Best for high-

dimensional sparse 

data. 

Very fast; low 

accuracy ceiling. 

KNN Local similarity: high 

recall, low precision. 

Works with complex 

boundaries; sensitive to 

noise. 

Slow with large data 

(distance calc). 

Decision Tree Captures non-linear 

patterns; balanced 

metrics. 

Good for mixed/tabular 

data. 

Moderate training; 

risk of overfitting. 

SVM Strong margins; highest 

recall. 

Suits small/medium, 

well-separated data. 

Very slow; poor 

scalability. 

Predictive behavior of ML algorithms, along with dataset suitability and trade-offs in terms of 

efficiency based on the experimental results, have been summarized in Table 5. 

In a network environment, SDN provides the versatility that makes it easy to tackle the challenges of 

an inherited network. Decoupling the data plane with a control plane makes the network logically 

centralized and provides the ability to quickly modify and more easily improve the architecture and its 

implementation. SDN is agile. The applications of ML in almost every field are not astonishing for us, and 

when we apply this in networking architecture, its results are really commendable. The use of ML 

algorithms in Software Defined Networking has increased over the past few years, with various new 

aspects. In the intrusion dataset, if more features are selected, then it takes more energy and time for the 

ML algorithm to create the model [31]. Some features are difficult to distinguish between an attack and 

regular traffic. To distinguish attack traffic from normal traffic, we tried to select the most significant 

features in our work.  

Another thing that counts is the selection of the dataset. Many datasets have been used for intrusion 

detection; some are publicly available, and some are generated through libraries and software. Most of the 
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datasets that are used by researchers are outdated, but for a good reference and for model generation, we 

can use them. We used the NSL KDD dataset that is publicly available for our experiments to train and test 

the model; at the same time, a similar form of traffic flow was also produced using Hping3 in Ubuntu 

Server. Real-time model training is the priority. The NSL KDD dataset was used to train the model using 

some algorithms.  

Decision Tree outperforms SVM and KNN because it can naturally handle both categorical and 

numerical features, NSL KDD dataset features in this case, and capture non-linear relationships without 

extensive parameter tuning. In contrast, SVM relies on kernel optimization, and KNN is sensitive to noise 

and high-dimensional data, making them less effective for diverse and complex traffic patterns in intrusion 

detection. 

The selection of algorithms also plays an important part. There are many algorithms that people have 

used, but here in our work, I chose to use SVM, Decision Tree, Naïve Bayes, and KNN. Another important 

thing is the controller. Many controllers provide a number of options to users. In our thesis work, we used 

the POX controller because it's easy to use, and our basic simulator, Mininet, is also built in Python. It was 

beneficial to use Python to apply ML algorithms following the POX controller's learning module, providing 

the ability to learn and identify traffic more easily. Our focus is on the detection of malicious activity rather 

than developing a prevention system, although ML is also used to create a prevention system. While 

talking about intrusion detection here, it basically means to use ML to show how effectively it can detect 

malicious activity in the network, while creating an intrusion prevention system means to avoid the attack 

and try to make a system that can reduce the effects or consequences. The ML algorithms perform better 

than the algorithms that are not ML. The purpose of using the Mininet environment for intrusion attack 

detection is to work on the evolving technology, not on the conventional one, which will not be used in the 

future for several decades.  

 

5. Conclusion and Future Work 

Software-defined networking has an architecture that is cost-effective, user-specific, and easy to use 

as compared to conventional networking architecture. When we talk about the separation of its forwarding 

plane and control plane, threats are also present, seeing more surface areas. There are also more security 

challenges because of a centrally managed and programmable control system. In this thesis work, this 

emerging network was selected to perform experiments. Mininet was used to simulate this architecture. 

The POX controller was used to control all operations. There are many other controllers with a vast number 

of options that developers can use. For ease of use, we used the POX controller. Miniedit was used for the 

simulation to make a custom topology and enabled CLI with Mininet with the remote controller. To make 

a model based on ML approaches, the NSL KDD dataset, which has more than 125000 instances and 42 

attributes, was used. Feature selection of this dataset was done based on the characteristics of the SDN, 

and six basic features were chosen. Wireshark was used to monitor the flow. Wireshark IO graphs show 

the difference between regular traffic and attack traffic. For the training model, we utilized Python. The 

evaluation was made based on accuracy, recall, F-measure, speed of detection, and precision.  
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