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Abstract: Congestion control has been an important component of TCP for nearly four decades 

now. Bottleneck Bandwidth and Round-Trip Time (BBR) has brought a major change in the ways 

the congestion onset can be monitored, and proactive measures can be taken instead of a reactive 

technique being used in loss-based traditional algorithms, such as Cubic and Reno, for a long 

time. With the introduction of the latest iteration of BBR, BBR v3, it has been claimed that it has 

improved its co-existence with Cubic flows with better fairness, but convergence issues within 

BBR-v3 have been reported. No existing study quantifies BBR v3's fairness with Cubic, and the 

convergence of BBR v3 for intra-protocol streams needs to be quantified for each stream’s 

throughput as well. The simulations and emulations generally don’t bring the true picture of the 

performance of a congestion control algorithm. In this paper, we have evaluated BBR v3 with 

cubic using our real-time physical testbed using Jain’s Fairness Index to bring a more accurate 

fairness analysis of BBR v3 and Cubic streams. For convergence, a well-established statistical 

metric that measures the relative stability of throughput, known as the Coefficient of Variation 

(CoV), has been calculated for BBR v3/Cubic flows. We used Flent (a FLExible Network Tester) 

to perform rigorous tests using various pairs of streams in upload, and the results, along with 

the metadata, have been saved for reproducibility and validation. Our thorough testing on both 

wired (Ethernet) and wireless (Wi-Fi 4) testbeds confirms that fairness issues between BBR v3 

and Cubic streams persist. These issues are particularly serious as the number of streams 

increases. Similarly, our convergence tests confirm that BBR v3 flows, especially the first stream, 

obtain a larger share of the bandwidth, and the throughput of each stream remains highly 

volatile. 

 

Keywords: BBR; Congestion Control; Convergence; Fairness; CoV; Cubic; JFi 

 

1. Introduction 

Congestion control has been an important part of TCP for the last four decades. Active work on it is 

going on in the scientific community with a common goal of mitigating congestion to ensure the 

network pipes are not overloaded with data that results in packet loss and delays due to piled-up 

buffers in the switches and routers. For many years, loss-based congestion control algorithms (CCAs) 

have been the popular choice, with Cubic [1] leading from the front. Then came Google’s Bottleneck 

Bandwidth and Round-trip time (BBR) [1], its working principle is totally different from loss-based, as 
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it is model-based. It tries to use the golden rule of Kleinrock [2] to work at its defined optimal operating 

point and tries to keep the pipe just full but no fuller [3]. Revisions were made in BBR, and now we have 

its latest iteration, BBR v3 [4]. Cubic, which was introduced a lot earlier, has already made ground, and 

many clients and server machines are already using it. It is the default congestion control in the mainline 

Linux kernel and in Microsoft Windows 10/11 as well. Making it the most widely deployed congestion 

control in the current era of the internet. So, BBR v3 flows must be fair to any Cubic flows going over 

the same path. It should yield a fair bandwidth share among its own and Cubic streams. The early 

versions of BBR were reported with this fairness issue, that BBR is not giving the Cubic flows their fair 

share, and consequently, revisions were made in the BBR that resulted in the latest version of BBR v3 in 

July 2023. 

Along with this issue of fairness with Cubic, it has been observed that it also faces an issue of 

convergence with its own streams. When multiple BBR streams in upload are sent from a server, their 

convergence is very poor. The situation gets worse when staggered streams (streams with a delay 

between them) are sent. The first stream takes a lot more bandwidth than the other streams, and all 

these streams don’t converge at all. Convergence is important as it tells how much time it takes for 

streams to settle down and come to a stable point where they share fair bandwidth. The high oscillations 

in stream throughputs and never settling down to an equitable share create not only unnecessary delays, 

but the spikes may cause excessive queuing delays. 

In this paper, we have investigated the issue of fairness with Cubic and intra convergence issues of 

BBR v3 streams. We have quantitatively evaluated fairness using the Jain Fairness Index (JFi) [5] and 

used the statistical measure Coefficient of Variation (CoV) [6] to quantify the convergence of each BBR 

v3 stream. To the best of our knowledge, there is no work done in evaluating BBR v3 with respect to 

these two metrics except [7], in which Danesh et al. have shared their findings for BBR v3 using a 

simulated testbed. In our case, it is a state-of-the-art, atomic testbed for wired Ethernet and Wireless. 

We have used Flent [8] to get the results. The choice of the tool comes with its versatility and flexibility 

in performing network tests smoothly, and also provides reproducibility and validation of the tests with 

the inclusion of metadata in the output compressed JavaScript Object Notation (JSON) file. 

The rest of the paper is structured with Section 2 providing the details on related works done in this 

regard. Section 3 elaborates on the methodology involved to get the results. The real-time physical 

testbed details are also presented in this section. Section 4 focuses on the results and discussion, and 

Section 5 gives the conclusion about our overall findings and the way forward.  

  

2. Related Works       

To the best of our knowledge, there is a gap in existing literature regarding the quantitative evaluation 

of BBR v3, and if we include a real testbed like the one in this study, then it becomes a totally novel 

assessment of BBR v3. 

Danesh et al. [7] in their work evaluated BBR v3 in a simulated environment and found that BBR v3 

still has fairness issues, although it is better than the previous versions of BBR. It is right now the only 

study that evaluated BBR v3, but it lacks tests on different network scenarios, such as a wireless testbed. 

As the wireless networks behave totally differently from the wired networks, and often have more 

packet losses and comparatively higher latency due to multipath interference and signal attenuation 

issues. Their work focuses more on identifying fairness and convergence issues in BBR v3, but does not 

provide any solution for it.   

Emilia et al. [9] showed that BBR v3, when enabled with explicit congestion notification (ECN), 

severely chokes the other Cubic flows. They explored the impact of ECN enabling on bandwidth sharing, 

addressing modern network conditions and strong practical relevance for Internet traffic mix scenarios. 

This is an important finding, but they didn’t provide any solution to address this fairness. 
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Jose et al. [10] evaluated BBR v3 in wired broadband network scenarios. Their testing was through 

simulations, and they showed that BBR v3, although better than BBR v1 and BBR v2 in terms of fairness 

with Cubic, still exhibits fairness issues. They evaluated BBR v3 using various metrics such as 

propagation delays, loss rates, number of flows, and different buffer sizes. Active queue management 

(AQM) was also used to control RTT unfairness. Their work focuses mainly on wired broadband 

networks, providing limited insights into wireless or mixed network conditions. While highlighting 

fairness improvements with multiple BBR v3 flows, solutions to fairness challenges lack detailed 

exploration or a proposal. 

Another work by Fateh et al. [11] is about BBR v3 sharing with Cubic as well as Reno [12]. Their paper 

systematically evaluates existing theoretical models for TCP BBR congestion control against 

experimental data, including the newly introduced BBR v3, revealing significant model limitations and 

the need for updated theoretical frameworks. It provides a systematic comparison between steady-state 

and fluid models across different BBR versions. They used the FABRIC [13] national-scale 

programmable testbed, ensuring reproducibility and enabling future research validation. Their study 

focuses exclusively on bulk-transfer TCP traffic, which may not represent realistic application behaviors. 

Also, it lacks empirical verification with real or simulated traces. 

Our work provides a quantitative analysis of fairness issues of BBR v3 and cubic using the Jain 

Fairness Index (JFi) and the intra convergence issues of BBR v3 streams using the statistical metric, 

coefficient of variation (CoV). The tests are performed via Flent for different time durations with a step 

size of 0.1. Our real-time physical testbed for both wired and wireless setups is better, as only simulation 

results may not fully represent real-world network conditions.   

 

3. Methodology 

This section outlines the physical testbeds employed for real-time quantitative evaluation of BBR v3 

across both wired and wireless environments. The client system runs Linux Ubuntu 21, while the server 

operates on Debian 12 (Bookworm). The client is specially configured with bbr3, compiled from its latest 

GitHub branch [14], and is loaded as a kernel module for Linux kernel version 6.13.7 on demand. It uses 

a custom-compiled kernel 6.13.7 on the Ubuntu 21 client machine. The wired connection is provided 

via a Gigabit RealTek USB-based Ethernet controller, while the wireless connection utilizes a Qualcomm 

QCA9377 PCIe adapter supporting Wi-Fi 4 and 5. The wireless router is a Huawei EchoLife, a Gigabit 

Passive Optical Network (GPON) terminal functioning as both an Optical Network Terminal (ONT) 

and a Wi-Fi access point. 

For the wired setup, the server is powered by an AMD Ryzen 7 machine running Linux kernel version 

6.1.0-17-amd64. It hosts a Netperf 3 server connected via a Realtek RTL8411 PCI Express Gigabit 

Ethernet controller, with the server process listening on port 50,000 Fig 1. On the client side, the generic 

segmentation offload (GSO) quantum for BBR is initially set to 2 Maximum Segment Size (MSS) to 

control the maximum data aggregate passed to TCP small queues (TSQ), which is configured with an 8 

ms timeout aligned with a pacing shift of 7 in Linux 6.x kernels [15]. These testbeds, illustrated in Figs 

1 and 2, reflect typical network configurations commonly found in home and office environments, 

where clients may be connected either wirelessly or through wired links, while servers are 

predominantly wired. These setups serve to assess the convergence and fairness for Cubic and BBR v3 

CCAs. 

All experiments utilize the Flent testing tool [16], which automates tests with various traffic flows 

while measuring throughput and latency. Flent also gathers key metadata to ensure result authenticity 

and reproducibility. Tests conducted include TCP Upload with varying numbers of streams (1, 2, 4, 8, 

12, and 16) over both wired and wireless testbeds. Test results with eight TCP streams are shared in this 

paper for the sake of brevity. The rest of the test details and scripts can be sought from our online 

repository [17].   
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Image Source: Physical Testbed, “Client, Wired Router, and Server icons” are imported from 

https://www.pngegg.com/, which is a free hosting site. CC BY 4.0. 

Image Source: Physical Testbed, “Client, Wireless Router, and Server icons” are imported from 

https://www.pngegg.com/, which is a free hosting site. CC BY 4.0 

 

 

 
Figure 1. Linux-Ubuntu client via a wired router to a Linux Debian server 

 

 
 

Figure 2. Linux-Ubuntu wireless client via Wi-Fi 4/5 router to a wired Linux Debian server 

 

4. Results and discussion 

In this section results for tests performed on the physical testbed are discussed. It is divided into three 

sub-sections. First and second sub-section discusses BBR v3 convergence test results with staggered 

streams for 200 and 300 seconds durations using the wired testbed. The fairness test and the resulting 

JFi have been discussed and calculated in the third sub-section.   

4.1. BBR-v3 convergence testing with staggered streams in upload in wired (Scenario for a 200-second 

duration) 
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“Table 1.” The COV for all streams is consistently high, ranging from 0.76 to 0.90. This confirms that 

the streams did not converge to a stable, low-variability state during the 200-second test period. The 

standard deviation for all streams is very high, indicating significant fluctuations in throughput. 

The mean throughput for each stream generally decreases as more streams are added. Stream 1, which 

starts first, has the highest average throughput, while subsequent streams have lower averages due to 

increased competition for network resources. 

 

 

 
Figure 3. Eight BBR v3 staggered streams in upload 

Table 1. BBR v3 convergence statistics for 200 sec 

Stream Start 

Time (s) 

Mean (μ) 

(Mb/s) 

Standard Deviation 

(σ) (Mb/s) 

COV 

Stream 1 10.1 100.41 90.61 0.9 

Stream 2 30.2 80.85 70.09 0.87 

Stream 3 50.2 71.85 58.71 0.82 

Stream 4 70.3 56.79 43.25 0.76 

Stream 5 90.4 62.71 50.86 0.81 

Stream 6 110.8 56.98 46.56 0.82 

Stream 7 120.8 52.51 43.67 0.83 

Stream 8 132.7 47.46 36.87 0.78 
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Figure 4. Eight streams median 200 seconds duration 

4.2. BBR-v3 convergence testing with staggered streams in upload in wired (Scenario for a 300-second 

duration) 

To further test the BBR-v3 convergence, eight streams were sent in upload at different times 5, 

25,45,65,85,105,115,125 seconds, for a total test duration of 300 seconds at a step duration of 0.1 seconds. 

Fig 5 shows the eight staggered streams graphically with added Offset Y values so that they can be 

viewed easily.   

 
Figure 5. Eight BBR v3 staggered streams in upload 

“Table 2” presents three key metrics for each stream: the mean, standard deviation, and Coefficient of 

Variation (COV). Analyzing these values provides insights into how the network throughput is being 

shared and how the streams are behaving over time. COV=σ/μ is a unitless measure of the variability 

of the data (σ) relative to its mean (μ). It is the most important metric for assessing convergence. A COV 

approaching zero would indicate a highly stable and converged stream. The COV values are relatively 

high for all streams, ranging from 0.37 to 0.44. The values shown in “Table 2” are not trending towards 

zero, showing the BBR-v3 streams are not converging to an equitable bandwidth share within 300 

seconds. 

                 Table 2. BBR v3 convergence statistics for 300 se 

Stream Start Time 

(s) 

Mean (μ) 

(Mb/s) 

Standard Deviation (σ) 

(Mb/s) 

COV 

Stream 

1 

5 82 36.08 0.44 

Stream 

2 

25 69.52 29.2 0.42 

Stream 

3 

45 63.2 24.02 0.38 

Stream 

4 

65 55.65 20.69 0.37 

Stream 

5 

85 56.11 21.32 0.38 
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Stream 

6 

105 53.38 20.29 0.38 

Stream 

7 

115 50.52 20.2 0.4 

Stream 

8 

125 49.06 19.62 0.4 

 

 
Figure 6. Eight streams’ medians for a 300-second duration 

The mean throughput consistently decreases as more streams are added. Stream 1 has the highest 

mean at 72.00 Mb/s, while Stream 8 has the lowest at 45 Mb/s. This is the expected behavior of a shared 

network link. As each new TCP stream begins, it competes for the available bandwidth, causing the 

average throughput for all streams to be reduced. The initial streams capture a larger share of the 

bandwidth because there is less competition. 

4.3. BBR-v3 Cubic JFI in a wireless scenario 

To evaluate fairness between BBR v3 and Cubic streams, we used Jain’s fairness Index. Jain’s Fairness 

Index is a widely used metric to assess the fairness of resource distribution among multiple data flows, 

assuming each flow has identical data rate requirements. The instantaneous fairness index JFi is defined 

using the data rates Ri as follows: 

JFi(R1, R2, … … … Rn) =
(∑  Ri

n
i=1 )2

n. ∑ Ri
2n

i=1

 

Where n is the number of active flows, Ri is the instantaneous date rate of flow i and JFi is a real 

number in the interval [1/n, 1] with a best-case value of 1 if the data rate is qual for all flows, i.e. the 

available bandwidth has been fairly shared, and a minimum case of 1/n, if only one aggressive flow is 

monopolizing the available bandwidth. Fig 7 shows the combined Jain’s fairness Index plot for BBR v3 

and Cubic streams (2, 3, 4, 8, 10, 12, 15) each in upload directions together. The JFi index was initially 

high when only 2 and 3 streams each of BBR v3 and Cubic were sent using the TCP upload test. It was 

0.88 and 0.8, but when the streams increased to 4, 8, 10, 12, and 15, we saw the JFi started to drop and 
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was only 0.64 for 15 streams of BBR v3 and 15 streams of Cubic upload test. This is a clear indication 

that BBR v3 still has fairness issues with Cubic when the number of flows is increased. 

          
Figure 7. Jain’s fairness Index for various BBR-v3, Cubic streams 

 
Figure 8. Ping CDF for various BBR-v3/Cubic streams 

Fig 8 presents the cumulative distribution function (CDF) of ping latency for various configurations 

of BBR v3 and Cubic TCP upload stream pairs, ranging from 2 to 15 streams each. The results reveal a 

clear trend of increasing latency and variability as the number of concurrent streams grows. Lower 

stream counts (e.g., 2bbr-2cubic) exhibit tight latency distributions with minimal queuing delay, 

indicating fair coexistence. In contrast, higher stream counts (e.g., 15bbr-15cubic) show significantly 

increased ping times and broader distributions, suggesting increased queuing and potential unfairness. 
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These findings highlight that BBR v3's aggressive bandwidth probing may dominate Cubic under high 

concurrency, leading to degraded latency performance and fairness issues in mixed deployments. 

5. Conclusion 

In this paper, we have provided a quantitative analysis of BBR v3 fairness and convergence. The 

fairness is evaluated with the popular loss-based congestion control Cubic, and convergence is 

primarily investigated with BBR v3 itself. Metrics such as JFi and CoV were used to quantify the 

findings of our results. The convergence test done with eight staggered streams in upload for 200 and 

300 seconds gave the CoV in the range of 0.76 to 0.9 and 0.37 to 0.44, showing the convergence issue still 

exists in BBR v3, as the streams didn’t settle for a fair share after a considerable amount of time. For 

fairness, we did rigorous testing with BBR v3 and Cubic streams on different sets (2, 3, 4, 8, 10, 12, 15) 

in upload, and the corresponding JFi of 0.88, 0.8, 0.72, 0.65, 0.67, 0.65, 0.64 proved that as we increase 

the number of stream sets, the JFi dropped. These results clearly show that the fairness issue with Cubic 

still exists in BBR v3, especially when the number of streams is increased. 

We believe that our quantitative analysis will help the scientific community to probe further on these 

lines and to propose a revised version of BBR v3 that is fair with Cubic and converges well. This will 

surely help BBR to be included in the current Linux mainline kernel 6.xx in the coming years.  
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