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________________________________________________________________________________________________________ 

Abstract: Acute leukaemia, a malignancy that starts in the bone marrow, manifests as an unchecked, 

fast spread of white blood cells. Acute lymphoblastic leukaemia is more common in young kids 

under the age of 5 and older people over the age of 50. Automated diagnosis systems are 

increasingly using image analysis and Deep Learning techniques due to their great accuracy in a 

variety of health diagnostic sectors, such as the detection of Acute Lymphoblastic Leukemia from 

serum samples. The several automated techniques for identifying and categorising acute leukaemia 

are discussed in this systematic review research along with the challenges the authors faced. In this 

review, Sahlol, A.T. et al. employed ALL-IDB2 to performed segmentation using the Zack algorithm 

and achieved the highest segmentation accuracy (99.23%), sensitivity (100%) and uniqueness 

(97.1%). The study makes use of a number of methodologies, including thresholding, the Zack 

algorithm, the clustering-based technique, the fuzzy C-mean, the k-myeloid, and the k-means. In 

the domain of medical image analysis, deep learning worked remarkably well, and CNN made it 

extremely straightforward to build an end-to-end network. The numerous steps leading up to 

classification, including preprocessing, augmentation, segmentation, and feature extraction—all of 

which are discussed in this study. 
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1. Introduction 

Doctors may diagnose a variety of disorders using microscopic blood cell imaging. White blood cells 

or leucocytes can be used in medical testing to identify leukemia, which is a kind of blood cancer. Two 

forms of leukemia —chronic and acute. Chronic is further divided into Chronic Myelogenous Leukemia 

(CML) and Chronic Lymphocytic Leukemia and acute is further divided into acute lymphoblastic leuke-

mia (ALL) and acute myelogenous leukemia (AML) —were identified by the French-American-British 

(FAB) system (CLL) [1]. Figure 1, Shows cell structure of types of lymphoblastic leukemia. 

The morphological identification of lymphoblast under a microscope, the immune-phenotypic evalu-

ation of lineage commitment, and the developmental stage under a flow cytometer can all be used to diag-

nose acute lymphoblastic leukemia [2]. Doctors may examine and diagnose several disorders using blood 

samples. Any human-based diagnosis suffers from subpar accuracy since it mostly depends on the exper-

tise of the doctor; it is also erroneous from a statistical perspective. Currently, a variety of devices exist that 

can count the quantity of blood cells by analyzing the physical and chemical characteristics of blood cells 
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to use a light sensor that distinguishes between different cell types using electrical impedance or fluores-

cence [3].  

 
Figure 1. Types lymphoblastic leukemia 

A supplemental blood study based on microscopic images is necessary since, despite the precision of 

the quantification data, it is expensive and does not identify cell morphological abnormalities. Image pro-

cessing and its subsets such as image segmentation can offer methods for measuring the amount of blood 

cells and in return can offer useful details on the shape of the cells. Additionally, they are generalizable 

and statistically efficient. We shall also count and categorize the white blood cells (WBC) impacted by acute 

lymphoblastic leukemia. Red blood cells, platelets, and leucocytes are the three primary elements of a 

blood picture. 

WBCs can be divided into two categories. Basophil, eosinophil, and neutrophil are all members of the 

first category, known as granulocytes. Since basophil granules have an uneven distribution and make up 

just 0-1% of all lymphocytes in human blood, they are responsible for allergic response and antigen [4]. 

Eosinophils, which make about 1-5% of human blood, are crucial for destroying parasites [5]. The blood 

stream contains the most neutrophils. It has multiple-lobed nuclei, which make up 50 to 70% of the nuclei 

in human blood [6]. The second category is a granulocytes, it contains lymphocyte and monocyte. The 

proportion of lymphocytes in human blood ranges from 20 to 45% [7]. The biggest WBCs are monocytes, 

which make about 3-9% of the leucocytes in circulation [8]. 

Lymphocytes contain a compact nucleus that is consistently formed and has continuous borders. On 

the opposite side, lymphoblast refers to lymphocytes that have been altered by ALL. They are amorphous, 

have tiny voids in the cytoplasm, and have spherical particles inside the nucleus; the more morphological 

alterations present, the more severe the illness is thought to be [9].  

Although leukocytes are easily identifiable, the analysis and processing become highly challenging 

due to the numerous differences in their shapes, sizes, and edges. A group of cells that differ greatly from 

one another are collectively referred to as leucocytes. Therefore, these cells may be identified based on their 

size or form. 

Medical and other areas have incorporated image analysis techniques [10-14]. For the early identifi-

cation of acute lymphoblastic leukemia in blood microscopic pictures, Mohapatrain deployed an ensemble 

classifier system [15]. It was suggested a method to segment the pictures of acute leukemia cells by con-

verting the RGB color space to C-Y color space. In the C-Y color space, the brightness component is utilized 

to segment [16]. After testing several classification models, it was shown that the support vector algorithm 

with a Gaussian radial basis kernel performed best in detecting acute lymphoblastic leukemia, with 93% 

accuracy and 98% sensitivity. 

Figure 2, Shows normal blood cells and acute lymphoblastic leukemia. 

 
Figure 2. Normal to effected cells of blood 
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This paper exclusively addresses acute leukemia, which is well-known for mostly affecting children 

and older individuals. Acute lymphoblastic leukemia is more common in children under 5 year old and 

older individuals over 50 years old. If it isn't treated early, it can be deadly because it spreads quickly to 

several key organs including the blood circulation [17]. A completely automated diagnosis system is being 

developed for the detection, segmentation, feature extraction, and categorization of WBCs impacted by 

acute leukemia since early identification considerably benefits in giving the right therapy for acute leuke-

mia. 

The main objective of this study is to investigate how acute leukemia disease classification techniques 

have evolved through time. The primary contribution of the current study are; 

1. To determine the practical applicability of the acute leukemia classification systems. 

2. To give a summary of the existing research studies based on the benefits of acute leukemia classification 

and the course of future research. 

3. Determine the current research trends and publishing interests based on the categorization of acute 

leukemia disease. 

In the corresponding sections, Section 2 provides an overview of the techniques and findings that 

have been utilized by different researchers to diagnose acute leukemia, Section 3 includes the current meth-

odologies, their benefits and drawbacks, and Section 4 offers a conclusion. 

2. Literature Review   

Leukemia, a blood cancer has an impact on the white blood cells that line the bone marrow. Acute 

leukemia must be distinguished by counting the proportion of white blood cells in blood plasma. Cancer 

of this kind has the potential to be lethal if it is not discovered in its early stages. In fact, manual microscopic 

examination methods are used to detect acute leukemia. But these manual procedures are inaccurate, prone 

to errors, and time-consuming due to human limitations including fatigue, stress, and inexperience. Algo-

rithms for image processing have been developed to replace various human approaches. In this section, 

we discuss various computer-assisted methods for diagnosing acute leukemia, such as picture capture, 

pre-processing, segmentation, feature extraction, and classification. Using imaging techniques, leukemia 

may be promptly and easily detected, improving the possibility that patients will recover and receive the 

proper care. 

When determining a leukemia diagnosis and classification, image analysis and machine learning tech-

niques may be able to replace blood analysis specialists in regards to speed and accuracy [18]. Manual 

diagnostic methods need more duration, are less precise, and frequently produce errors due to a variety of 

human variables, such as stress, fatigue, and so on [19]. Segmentation using image processing is among 

the early methods for leukemia detection. To detect blood cancer leukemia, many algorithms, approaches, 

and procedures have been developed. Image segmentation presents essential difficulties in automated he-

matology analysis, necessitating precise execution.  

In order to analyze data and distinguish between the various types of leukemia, V P. Jagadev and H. 

G. Virani used three algorithms: k means, HSV color-based segmentation, and Marker controlled water-

shed, in addition to the SVM classifier [20]. Incorporating socio-demographic, clinical, immunological, and 

cytogenetic factors with cross-validation segmentation nested by ten folds allowed Pan, L. et al. to discover 

the risk factor of acute lymphoblastic leukemia in children [21]. Sahlol, A.T. et al. used ALL-IDB2 by im-

plementing the social spider algorithm (SSOA) for such identification of abnormal white blood cells. They 

first converted the image RGB into color space (CMYK) and performed segmentation using the Zack Al-

gorithm. After that, some features (shape, color, and texture) were chosen and the best one was used for 

SSOA, obtaining segmentation accuracy of 99.23%, 100% sensitivity, and 97.1 % uniqueness [20]. Rehman 

et al. Utilized deep learning approaches for the categorization of ALL and a proposed automated segmen-

tation algorithm to detect leukemia kinds are regarded as innovative. In order to properly identify L3 and 

L2 blast cells through extraction of features, they segmented the complete cell's nucleus. However, it still 

needs some adjustments to increase the precision of the classifier results and the capacity to examine over-

lapped cells [22]. When harmful cells are still found in a person's body after treatment and diagnosis for a 

malignant disease, the state is referred to as having "minimal residual diseases." Multi-color flow cytome-

try study assures that machine learning tool’s clinical assessment has a substantial advantage due to its 

capacity to combine with other diagnostic and therapeutic approaches by applying a computerized MFC 
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analysis using MRD identification in AML and MDS [23]. Medical experts have been manually identifying 

leukemia for the past several years by microscopically studying the bone marrow and blood samples of 

the patients. However, this technique has a 30–40% error rate and reduces the accuracy of the diagnosis 

since it takes into account human variability. Any endeavor that includes people has some degree of dan-

ger. In order to avoid these issues, Abdulsalami et al. assessed a machine learning algorithm called deep 

convolutional neural networks (CNNs), which is utilized in computer-aided systems that use microscopic 

images to diagnose leukemia [24]. Machine learning (ML) has made it feasible to improve pathological 

diagnosis, especially with the growing trend of digitizing microscopic images. In many places throughout 

the world, leukemia diagnosis is time-consuming and challenging, and there is a growing tendency to 

apply ML techniques for its diagnosis [25].  

Deep learning must be used to enhance oncologic therapy and systems due to the rise in the number 

of blood cancer patients and the number of records gathered throughout the therapy process [26]. The 

prognosis for acute leukemia can aid in lowering death rates. The dataset underwent many phases before 

being classified as leukemia in order to facilitate better analysis [27]. This procedure enables us to eliminate 

undesirable distortion and reinforce the desired characteristic, both of which are essential for the particular 

application we are working on [28]. Resizing, Normalization, RGB Model, HSV, Histogram Equalization 

and Image Registration are some of the several image processing methods utilized [29] which shows in 

Figure 3. 

 
Figure 3. Processing methods used by researchers 

The second phase is data augmentation after preprocessing. It is a method for producing artificial 

datasets or expanding the dataset. It is a method for expanding the dataset or producing artificial datasets 

[30]. A quantity of training data was needed for the deep learning model, but this data is not always readily 

available, particularly in the medical field [31]. To make a more generic model work, current data is there-

fore augmented using a variety of methods such as scaling, cropping, flipping, padding, rotation, transla-

tion, etc. [32]. Figure 4, shows different argumentation techniques used by researchers.  

 
Figure 4. Argumentation techniques used by researchers 

Finding the nucleus and cytoplasm inside the blood smear pictures is one of the most crucial tasks 

after preprocessing & augmentation procedures [33]. As a result of the fact that this step serves as the 

foundation for other procedures involving feature extraction and classification [34]. Image segmentation 

is a key component of automated cancer identification. To recover the region of interest (ROI), the image 

is divided into several sections or segments [35]. The problem that has to be solved determines how much 

segmentation or subdivision is done. For example, the ROI, cytoplasmic or nuclear detection may be used 

to diagnose acute leukemia. The subdivision is carried out in accordance with predetermined parameters, 

and several approaches including thresholding, the Zack algorithm, the clustering-based method, the 

fuzzy C-mean, the k-myeloid, and the k-means are employed in the study [36].  
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Features play a critical role in image processing. Several methods of image processing, including edge 

detection, bannering, zooming and normalization are applied to the sampled image prior to the acquisition 

of features [37]. Then, characteristics that may be used to categorize and recognize images are retrieved 

using feature extraction algorithms [38]. In a variety of image-processing applications, such as the classifi-

cation of leukemia, feature extraction approaches are crucial. The primary advantage of extracting features 

is to make less fitting as fewer data redundancy reduces the chances of estimations based on noise. This 

results a reduction in training period because there is less data available to train on, an increase in accuracy 

as misguiding information and outliers are eliminated, and a decrease in training time overall [39]. Fea-

tures, which reflect an image's behavior, the amount of storage needed to save a picture, categorization 

effectiveness & obviously time consumption [40]. The literatures make use of a wide variety of character-

istics, including histogram features, form features, color histogram, geometrical and morphological as-

pects. Figure 5, shows WBCs feature extraction methods used by researchers. 

 
Figure 5. WBCs feature extraction methods 

Instead of being developed by human engineers, we can measure the surroundings via deep learning. 

It makes use of data to enable feature extraction [41]. In the field of medical image processing, deep learning 

excelled, and CNN made it incredibly easy to build an end-to-end network [42]. Either manually extracted 

features are used to train machine learning models or using characteristics to execute a variety of categori-

zation tasks using more basic machine learning algorithms[38]. The use of deep learning methods has 

gradually increased over the past five years as researcher’s transition to deep learning from machine learn-

ing because of its automated extraction of features technique and the little human involvement. The use of 

machine learning methods and deep learning differed slightly in the years 2015, 2016, & 2017 as see in 

Figure 6, but as shows there is a clear trend over to using deep learning techniques in the years 2018, 2019, 

and 2020. 

 
Figure 6. Graph of the machine learning and deep learning methods used to categorize leukemia (2015–2020) 

Consequently, Researchers are now eager to investigate the benefits of DL in the categorization of 

acute leukemia after DL approaches caught their interest [43]. The use of deep Learning as a pattern iden-

tification technique in the field of medical image analysis is becoming more and more crucial [44]. Accord-

ing to a latest review of DL-based MIA, DL techniques, specifically convolutional networks have gained 

popularity as an option for evaluating medical data [45]. These methods are particularly suitable for sce-

narios demanding the processing of large volumes of data with humanlike intelligence [40]. 

For the purpose of diagnosing Acute Myeloid Leukemia (AML), Maneela Shaheen et al. suggested 

Alex Net based model of classification, and the results were contrasted with a model based on LeNet-5 

[46]. Based on database information from 4,000 blood smears, the investigations were conducted. LeNet-5, 
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however, correctly recognized 85.3% of the photos with 83.6% clarity and 96.25% accuracy, with an accu-

racy rate of 87.4%, Alex Net successfully recognized 88.9% of the photos. As per a system proposed using 

the Modified Convolution Neural Network (CNN) design, Kalaveseri et al. suggested that the classification 

process be optimized [47]. A CNN model with several kernel functions was used to extract the features 

from the pixel values based on an enhanced feature space. The input picture is 200x200 pixels and is in the 

RGB color space. The filters provided in our function declaration are used to transport the input layer to a 

convolution layer, a layer known as the Batch Normalization layer, and an activation method known as 

ReLU, and lastly, there is an additional convolution layer added. The input is fattened after repeating this 

output layer's process. The input is fattened after repeating this procedure for the output layer. To ensure 

that the two layers which will be converged have the same layer sizes, this phase must be accomplished. 

To avoid any network overfitting, a max-pooling layer and a dropout layer are added as additional layers. 

There are a total of 6 tiers in this complicated model's structure. Each of these layers has many levels, in-

cluding convolution, activation, drop-out and a pooling layer. The images are analyzed and given labels 

by a fully linked dense layer that is created by combining these layers. 

After feature extraction with HCNN IASO, a CNN layer with an attention-based architecture is added 

for fusion, Fredric suggested a data augmentation technique to handle a huge number of leukemia photos 

[48]. In their research, Kumar et al. developed an optimized DCNN for classifying leukemia using the rec-

ommended model, which had a 97.8 accuracy rate. Afterwards, the authors compared their findings to 

more established machine learning techniques, and the suggested model outperformed the benchmark 

approaches [49]. In order to identify leukemia, Bibi et al. introduced the DenseNet and ResNet systems. It 

has been found that ResNet-34 and DenseNet-121 have superior diagnostic capabilities than all other meth-

ods [50]. For the classification of microscopic pictures of leukemia-free and leukemia-infected blood, Loey 

et al. recommended using transfer learning in two different models [51]. DT, LD, SVM, and KNN are 

among the well-known classifiers that are used to classify the discriminant characteristics in the initial 

model, it furthermore uses a trained CNN named Alex Net. The SVM classifier is superior, according to 

experiments. The second model successfully performs feature extraction as well as classification using Alex 

Net. In their two-stage method, Liu et al. used two Inception ResNets, each of which had initial pre trained 

ImageNet weights, to train on the training sets A and B in the first stage. For the second step, the whole 

training set of ALL and HEM cells was used to "combine" and fine-tune the models created in the first stage 

[31]. Three models: AlexNet, CafeNet & VGG 16 are used in the strategy that Vogado et al. recommended. 

The convolutional layer's filters and the fully connected layer's number of neurons serve as the basis for 

differentiating these models from one another [52].  

Angelo Genovese and others the authors describe the first histopathological transfer learning ap-

proach for identifying ALL. The technique is based on a CNN called HistoTNet1, which was fine-tuned 

for ALL identification after being trained on a pathology database to classify tissues. The results show that 

in terms of lymphoblast identification accuracy, their histopathology transfer learning approach works 

better than CNN's pre trained on the ImageNet database [32]. For the purpose of detecting acute lympho-

blastic leukemia, Das et al. suggested a unique hybrid Deep CNN-based model. Here, MobileV2 and Res-

Net18 have been utilized in combination, and it is proposed to merge MobileNetV2 with ResNet18 using 

a unique probability-based weight factor [53]. In their study, Genovese et al. categories ALL data using 

image processing and deep learning [32]. Prior to classifier training, the approach evaluates focus quality 

and enhances picture sharpness using special adaptive image processing algorithms. An initial thin CNN 

called the VAR-PCANet that was trained to employ an unsupervised procedure and was constructed on 

some kind of feed-forward architecture, utilized to define the characteristics of the un-sharpening tech-

nique. The method's results demonstrate that their methodology can increase the accuracy of lymphoblast 

detection irrespective which intense CNN is utilized in the classification process in the end. It processes 

unsharpened images using cutting-edge deep CNNs to divide WBCs into 2 groups: healthy and lympho-

blast. Muhammad Omer Aftab used two approaches in his study, the first of which was transfer learning 

[54].  BigDL's library and Apache Spark's framework were used for transfer learning, and validation and 

training accuracy were 94.78% and 97.33%, respectively. In the second way, a customized CNN deep learn-

ing algorithm using Keras was created, with validation and training accuracy of 92.69% and 96.42%, re-

spectively. Both models used the exact same preprocessing techniques and dataset. When the outcomes 

from the two models were thoroughly compared, the BigDL model outperformed the Keras model. 
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In their work, Zouh et al. suggested two phases for the classification module [55]. In the first step of 

the process, they separated the many cells, such as damaged, crushed, and some other cells that weren't 

necessary for the diagnosis of leukemia. The calculable WBCs were subsequently sent for multiclass sepa-

ration using RetinaNet, VGG and also the Feature Pyramid Networks in the second stage for cell identifi-

cation. Stage one uses ResNext101 328d, ResNext50 324d & ResNet50; stage two uses ResNext101 328d, 

ResNext50 324d & ResNet50. Three picture sets, representing 70% training, 10% validation, and 20% test, 

were created from the whole dataset. Using the training set, the detection and classification models were 

developed. The best parameter for each model was determined using the validation set. Utilizing the test 

set, the trained model was assessed. In each stage, the same data division was applied. In their research, 

Eckardt suggested two classification models: one classifies cells at the cell level using an exception CNN, 

and the other classifies pictures at the image level using a fully connected layer without the use of dropout 

to create Ensemble Neural Nets (ENN). Finally, binary classification was used to categorize ALL and un-

healthy cells.  

Two different types of dataset have been utilized in 60 studies; one is a real scenario dataset that was 

self-acquired, while the other is a publicly accessible dataset. Both the ALL IDB and the CNMC datasets 

have been utilized as the benchmark datasets in the publicly accessible dataset. There are two versions of 

the ALL IDB (Acute Lymphoblastic Image Dataset), referred to as ALL-IDB1 and ALL-IDB2. About 39,000 

blood components, including lymphocytes identified by oncologists, are present. ALL-IDB2 is a subset of 

the ALL-IDB1 datasets that comprises clipped areas of focus of normal and blast cells. The pictures were 

taken using a microscope at magnifications varying from 300 to 500. The only difference between ALL-

IDB2 and ALL-IDB1 photos is the image size. The ISBI 2019 CNMC dataset is the second publicly accessible 

dataset [56]. In this study, there are 76 people, 47 of them have ALL, while the remaining ones are healthy. 

10,661 cells are present in total, of which 7272 are classified as ALL and 3389 as HEM and the self-acquired 

dataset, which is compiled by the researcher, is the second group. Figure 7, Exemplifies the self-gathered 

datasets that the researchers used in the study. 

 
Figure 7. Self-acquired datasets that the researchers utilized in the literature 

3. Methodology  

The intended systematic review study used digital libraries to conduct a formal research approach, 

which is covered in this section. A prepared search technique and literature that satisfies this search crite-

rion are needed in order to utilize the accessible digital resources with purpose. The Web of Science, Science 

Direct & IEEE were three of the internet databases I utilized to efficiently search for research publications. 

The phrases used in each search are predefined, and they are all done automatically. 

3.1. Preprocessing 

The preprocessing stage involves the first noise reduction of the microscopic images. There are several 

noise-reduction filters available, such as wiener and median filters. The preprocessing steps change the 

image's pixel values to reduce random noise. Another method of reducing noise is thresholding, in which 

pixels inside of a range are handled as images while pixels outside of that range are handled as noise. 

3.2. Feature Extraction 

By grouping together the grey values that are comparable, features may be extracted. The extraction 

of texture, edge, and form, as well as color, characteristics is another method of feature extraction.    
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3.2.1. Textural Feature 

The inter-pixel connection between the pixels present in a picture is essentially defined by the texture 

characteristic. The texture function pulls out the inner details of a picture, such as its smoothness, rough-

ness, sharpness, and textures. 

3.2.2. Morphological Feature 

The characteristics that were taken from binary pictures are contained in the morphological feature. 

Shape characteristics, edge features, the number of linked components, the size, and the perimeters of the 

picture make up the principal morphological feature. 

3.2.3. Morphological Feature 

Gray Level Correlation relation Matrix features, which are essentially texture features, are extremely 

effective for image processing's detection and classification. Contrast, homogeneity, entropy, and pixel co-

relation are a few of the key characteristics of GLCM. 

3.3. Deep Learning Techniques For Classification 

3.3.1. Artificial Neural Network (ANN) 

The neural network model closely resembles the human brain, which connects many neurons to form 

a very complicated pattern. The artificial neural network is made up of a number of notes connected by 

several additional roadways using connecting threads. When a node's information crosses a certain thresh-

old, the information moves on to the next node. Using a neural network there are two steps that must be 

completed: the training phase, which prepares the model, and the testing phase, which evaluates the mod-

el's effectiveness. In order to train the neural network, which can be done using the extracted features from 

the MRI images, we can use these images. Then, when it comes time to test the model, we can use the 

features of people who are still alive. This is why many authors suggest using artificial neural networks to 

detect leukemia. An ANN has been cited by several writers as a very excellent alternative for classifying 

leukemia disease. The sorts of diseases that might cause leukemia are mostly separated into four categories, 

therefore we can suggest using a neural network model that has two neurons in the O/P levels and a similar 

number of neurons as characteristics in the I/P levels to appropriately classify the condition.  

 
Figure 8. Artificial Neural Network Model 

3.3.2. Support Vector Machine (SVM) 

SVM is a recognized, extensively used classification technique that is typically used for linear classifi-

cation. It is excellent for binary classification, but it is increasingly used for multiclass classification as well 

these days. Data belonging to the same space are categorized as belonging to the same class by the support 

vector machine's hyper plane, which it uses to partition the data into particular categories.  

 

 
Figure 9. Support Vector Machine 
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3.3.3. Linear Discriminant Analysis (LDA) 

The preprocessing technique linear discriminant analysis has been used in several publications. The 

controlled linear discriminants that are determined by the linear discriminant analysis will be quite helpful 

for categorizing segments into multiple types.  

 

 
Figure 10. Linear Discriminant Analysis 

3.4. Deep Learning Techniques For Classification 

The use of deep learning algorithms for classification and identification is very common nowadays. 

The classification accuracy of the deep learning approach is always better than that of the earlier classifiers, 

which is one of its most noticeable features. If the input is in the form of a picture or sequence of photos, 

CNN model may be used for feature extraction in the case of leukemia categorization. As RNN models are 

appropriate for series inputs, we may utilize them if we've identified features from text or excel files. 

3.5. Pros Of Current Methods 

Use the extraction of morphological characteristics, whereas the combined methods classify leukemia 

using color, texture, and other microscopy aspects. A good degree of categorization may be obtained using 

well-chosen image processing techniques that result in effective feature extraction.  

3.6. Cons Of Current Methods 

The accuracy of categorization is the issue with the current technique that has been identified. Most 

methods have classification accuracy that varies from 75% to 95%, however employing deep learning mod-

els like convolutional neural networks and other comparable models, this accuracy may increase to 97% or 

higher.  

4. Conclusions 

A total of 34 studies on the automated detection and classification of acute leukemia using deep learn-

ing approaches are included in this systematic review. The article provided a summary of the many meth-

ods suggested for finding acute lymphoblastic leukemia. Different procedures were utilized in the different 

datasets before classification of acute leukemia. The many difficulties and barriers that the writers experi-

enced when trying to identify and classify. In order to improve the outcomes of classification and detection, 

researchers who wish to study in the same field might investigate the approach for further classification. 

We come to the conclusion that several of the most recent machine learning algorithms can classify the 

leukemia disease. However, it is preferable to employ deep learning architectures for classifications when 

we have a huge collection of pictures.  
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