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Abstract: With growing hate and discrimination based on caste and race, Islamophobia is one of the 

major and most populated phenomena nowadays. Islamophobia, in general refers to irrational an-

tagonism, fear, or hate of Islam, Muslims, and Islamic culture, as well as actual discrimination 

against these groups or people within them. Islamophobia has been steadily rising over the last five 

years, and this trend has continued during the last year or so. A little decline occurred at the start of 

the year, mid-year, and towards the end of 2021, indicating that the tendency is very variable over 

the months, but the general trend is growing. Furthermore, in terms of magnitude, Europe deserves 

special attention, followed by Asia and North America. There are various researches targeting the 

above-mentioned issue but it always feels that this particular domain needs to be addressed more 

and proper systems or filters should be created to avoid any gender, race or culture-based discrim-

ination at least from the social space used by millions. This research focuses on identifying Islam-

ophobic content over social media and twitter in particular. In this article, the domain of islamopho-

bia is explored on the social platform especially Twitter. To our knowledge, this is one of the very 

few studies that addresses Islamophobia using such advanced algorithms (BERT). Our objective is 

to find a model that can appropriately categorize Islamophobic tweets collected from Twitter. Ini-

tially, we constructed a dataset by extracting tweets through the use of specific keywords. Next, we 

classified the extracted data as either hateful or non-hateful based on whether or not it displayed 

Islamophobia. Subsequently, the dataset underwent pre-processing to decrease any extraneous in-

formation, such as punctuation, stop words, empty entries, and duplicates. Following that, two 

models, LSTM and BERT were implemented on the dataset and LSTM yielded an accuracy of 93.3 

percent and BERT yielded 97.1 percent accuracy.  
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1. Introduction 

The bias against specific human groups can be traced back to the early days of our society. However, 

the value of social media and websites as sources of information has increased over time, especially with 

the advent of smartphones, laptops, tablets, and other portable devices that allow us to access the internet 

from anywhere. Communication, information retrieval, payments, shopping, and transportation are 

among the various services that have been significantly impacted by technological advancements. In the 

past, accessing these services required us to rely on our friends, colleagues, or relatives, but now we depend 

on digitalized mediums to stay connected with them. However, it is becoming increasingly difficult to 

shield ourselves from the bad influence of these channels and protect ourselves from potential threats. 

Social media utilization to have dialogues has its negatives too and one of the most prominent one is 

Islamophobia or in other words online hatred directed towards Islam, Muslims, and its culture. Religious 

hatred is the outcome of violence done merely to preserve Truth is subjective and can be influenced by 
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biased language, which can affect communication among believers. With the advent of communication 

technologies, information can be transmitted quickly without proper validation, leading to the rise of Is-

lamophobia. As the world's largest religion, Islamophobia can have political and security implications. 

Social media platforms, especially Twitter, have become a massive source of positive and negative com-

ments. Islamophobia is one of the most frequently mentioned negative statements, with various forms of 

expression, such as rallies, laws prohibiting Islamic emblems, and negative ideas on social media. Analyz-

ing the classification of discussion material and community patterns that lead to statements concerning 

Islamophobia on social media is intriguing. Sentiment analysis, which determines the representation of 

emotion through text, can help identify positive or negative sentiment. Data on social media discussions 

with hate speech hashtags organized by the city can assist in analyzing society's social model and character. 

The intersection of cutting-edge internet-based technology and society's engagement in its development is 

an area of interest several unrealized fields, notably in the domain of ethics, have had outstanding societal 

impact. 

Previous studies have examined the problem at hand in their own way, but as we have discussed, 

most of them have focused on discrimination in general. In contrast, our research study is specifically con-

cerned with online Islamophobia. Our paper deals with the issue of Islamophobic behavior on the Twitter 

platform, which is significant for a couple of reasons. First, there is very little research that has been con-

ducted on the detection of Islamophobia on social media. Second, there is no benchmark dataset available, 

but dataset designed by us, and analysis technique can assist digital mediums networks in constructing a 

better filtering process to eliminate hateful content. This, in turn, can provide a secure cyberspace where 

digital media users are protected from victimization and attackers. This recognition is crucial as the first 

step in reducing the societal attitude associated with hate speech in community disputes. It is anticipated 

that a community would form to participate in the forums specified to better understand the true teachings 

of religion and to reduce the racial hatred community on social networks. 

This research aims to find suitable Islamophobic content classifier using respective mining and clas-

sification algorithms. The key objectives of this work are as follows:  

• To design an Islamophobic based hatred dataset as a benchmark. 

• To find an efficient algorithm for classification and emotion mining. 

• To evaluate the experimental results using performance metrics. 

2. Related Work  

Cyberbullying is a significant issue faced by individuals on social media platforms, and one form of 

cyberbullying is Islamophobia, which has affected many Muslims in the last decade due to the increased 

availability of the internet. Islamophobia is most harmful bad effects of the digital media development 

platforms, with obvious evidence showing that religion-based hate can cause severe and long-term issues 

in individuals. These negative effects include suicide, depression, anxiety, self-harm, negative emotions, 

and psychosomatic symptoms. The 14th OIC report on Islamophobia revealed a rising trend of hate to-

wards Muslims, with the majority of it originating from Europe, particularly France and the UK. 

Many researchers have worked on the automatic detection of bullying or specifically Islamophobic 

content. Consequently, there is an undeniable need for a detection method that can identify Islamophobic 

content over the internet. The majority of previous studies have focused on using sentiment analysis to get 

criminal patterns from social media or internet-based applications, studies focus on single factors such as 

harassment, personal data breaches, extremist ties, etc. Most of the studies have focused on bullying in 

general, with very little research conducted on Islamophobic-based hatred. Our approach differs from pre-

vious studies in several ways, including the dataset used and algorithms implemented. Therefore, we pro-

vide a brief summary of the previous studies and their findings. 

Fachrul Kurniawan did a study with the goal of discovering the issue of sentiment analysis connected 

to Islamophobia in social media, specifically Twitter. To identify the data, they employed machine learning 

algorithms such as support vector machine (SVM) as well as long-short term memory (LSTM). The drop 

duplication operation generated 4339 from the preceding 10997 in the pre-processing step, and the result 

language identified 31 languages.  They achieved 73.797% accuracy for LSTM and 60.22% accuracy for 

SVM using Polynomial kernel [2]. Bertie Vidgen and Taha Yasseri create an automated software tool that 

identifies between non-Islamophobic, mild Islamophobic, and strong Islamophobic text based on in-depth 
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conceptual study. It obtained 77.6% accuracy and 83% balanced accuracy. The technology will allow for 

future quantitative study on the causes, spread, prevalence, and consequences of Islamophobic hate speech 

on social media [3]. In another study, Buğra AYAN used emotion analysis to search Twitter for tweets that 

were Islamophobic or not. Precision, recall, and F1 estimates were produced using models trained with 

linear ridge models. The system was trained using 80% of the data set, which included 162,000 tweets, then 

tested with the remaining 20%. The accuracy rate of the system was also evaluated after applying word-

based TF-IDF weighting to the data set, Ridge Regression, and the Naive Bayes model. The accuracy gained 

in Tweet categorization for these models was 96.9% in Ridge Regression in the F1 criteria, whereas it was 

95.4% in Naive Bayes. Furthermore, Ridge Period was shorter than the Naive Bayes Classifier as training 

time [4]. E Ferrara and WQ Wang introduced a machine learning system that detects the researchers con-

ducted a study on identifying extremist users and predicting their content adoption and interaction reci-

procity on social media platforms. They used a combination of metadata, network, and temporal factors 

and analyzed. The study involved three forecasting tasks: (i) identifying extremist users, (ii) approximating 

the adoption of extremist content by regular users, and (iii) predicting users' response to contacts initiated 

by extremists. The researchers evaluated the forecasting, up to 72% AUC for interaction mutuality estimat-

ing in different forecasting scenarios [5].  

In 2021, Almutairi and Al-Hagery presented a model for detecting and classifying the data related to 

cyberbullying of Arabic language on Twitter in the context was classified using PMI and SVM, with SVM 

achieving an F1-score of 82% and PMI achieving 50% [6]. Another study by Bouma et al. used anomaly 

detection to detect crime on Twitter, specifically focusing on Turkish Kurdish data and the 4daagse corpus. 

The findings showed that the system could effectively evaluate messages and detect changes in sentiment 

[7]. Van Hee et al. programmed cyberbullying recognition is explored in content of digital media is studied 

by using linear SVM and study of type of classification like binary. The data is used from ASKfm to create 

Dutch and English corpora and found that AUC grades were more challenging to data disparity than rec-

ollection, precision or F-scores [8]. Some researchers have used deep learning algorithms for bullying clas-

sification, and one study found that a model combining the combination of GloVe840 word embedding 

method and BLSTM yielded the most favorable outcome, with precision, F1 score and accuracy of, 96.60%, 

94.20%, and 92.60% respectively, as reported in [9]. Moreover, another approach known as CNN-CB sur-

passed conventional content-based cyberbullying detection by attaining 95% accuracy through a CNN-

based model and word embeddings [10]. 

3. Methodology 

The methodology delivers a strong overview of the research process, as depicted in Figure 1. The first 

phase involves Twitter data obtained using its API. This data is then constructed along with necessary 

outcomes and features to classify them into Islamophobic and non-Islamophobic categories. 

Finally, we draw conclusions and discuss the results obtained from the experiments, highlighting the 

strengths and limitations of the proposed approach. It is important to note that during the pre-processing 

phase, we applied various techniques such as tokenization, stop-word removal, stemming, and lemmati-

zation to make the text data more structured and meaningful. Additionally, we performed data balancing 

to ensure that both Islamophobic and non-Islamophobic tweets were represented equally in the training 

and testing datasets. 

During the classification phase, we used LSTM and BERT, which are two popular deep learning algo-

rithms for natural language processing tasks. LSTM is a recurrent neural network that can learn long-term 

dependencies in sequential data, while BERT is a transformer-based model that can capture context-de-

pendent word representations. To evaluate this approach, we used various evaluation metrics such as ac-

curacy, precision, recall, and F1 score. We also performed a statistical significance test to determine if the 

differences in performance between the two algorithms were significant. 

Overall, the proposed methodology provides a comprehensive and systematic approach to detect and 

classify Islamophobic content on social media, which can help social media platforms to identify and filter 

out harmful content and create a safer online environment for all users. 
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Figure 1. Proposed Methodology of Work 

 

3.1. Dataset Designing 

 Acquiring data is the initial and most crucial phase of any investigation. The creation and formulation 

of our dataset presented a challenge due to the chosen language and limited available content. Through 

Twitter's API, we were able to extract 55,000 tweets using specific keywords to avoid any privacy 

violations, while abiding by Twitter's network policies. Accessing the Twitter API requires an 

authorization key which permits individuals to gather data. Our data collection process involved 

designing a code block that prompts for input keywords and number of tweets, which returned data based 

on our filters. Following the data extraction, the tweets were categorized as Islamophobic or non-

Islamophobic. Islamophobic tweets were labeled as true and non-Islamophobic tweets were labeled as 

false. To ensure accurate labeling, Muslims (primarily friends and colleagues) verified the dataset by voting 

true or false on each tweet. Only tweets receiving two or more votes out of three were marked as a specific 

category, while mixed or balanced voting tweets were disregarded. In the end, we constructed a final 

dataset containing 5,000 tweets, with 2,500 Islamophobic and 2,500 non-Islamophobic tweets. 

3.2. Data Labeling and Collection  

 Data collection is a key footstep in NLP. Our research intended towards gather info from digital media 

mainly Twitter thorough tweets associated to Islamophobia. To approach Twitter's details, I had to gain 

API route, which gave endorsement to retrieve the data for exploration direction. An API, short for 

Application Programming Interface, acts as an channel between two applications, facilitating the 

correspondence of call between them. You can use the Twitter API to know and write Twitter data, such 

as tweets, profiles, and follower data, and admittance various tweets about a specific topic or region. After 

acquiring the tweet data, we designed the datasets by as well as the basic characteristics that each dataset 

should have. To recognize between Islamophobic and non-Islamophobic tweets, the dataset was flagged 

by Muslim colleagues and fellows. A statement is flagged as Islamophobic statement only if it had an odd 
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and higher number of votes. For instance, a tweet was considered Islamophobic if it received 2 out of 3 

votes. In case of any conflicts, the data in question was removed from the dataset. 

3.3. Data Preprocessing 

 Preprocessing is an important step in natural language processing that seeks to enhance text 

performance of the classifier through data cleaning. A broad range of methods are used to make datasets 

more efficient for classification and extraction of features. The goal is to convert the main features in data 

which can be create appropriate prediction simulation while also improving unsupervised learning 

training efficiency. We conduct pre - processing steps such as transforming the text to uncapitalized, 

expelling punctuation, stop-words and so on. These phases were taken to eliminate noise from the data 

and enable the algorithms to learn more efficiently, resulting in more accurate and trustworthy outcomes 

during the algorithm testing phase. Pre-processing is a critical aspect of any NLP work is an essential step 

in Natural Language Processing as it helps to improve the efficiency and accuracy of the learning algorith- 

 Figure 2. Flow of Data Preprocessing 

ms used for text classification. The pre-processing steps include techniques such as lowercasing, stop word 

removal, and punctuation removal. These steps are necessary to remove noise from the dataset and enable 

the algorithms to learn more effectively. The sequence of pre-processing steps used in our research is 

illustrated in Figure 2. 

3.4. Remove Null Values 

 In this phase, the benchmark developed dataset is analyzed and removed any null values present. 

This was done to ensure that the learning and classification algorithms could operate effectively without 

encountering any errors due to null values. Many algorithms cannot handle invalid values, which may 

inaccuracies during the model learning and model testing process. Therefore, removing null values from 

the dataset is crucial to ensure the accuracy and reliability of the results obtained from these algorithms. 

3.5. Removing Duplication 

 During the pre-processing step, it is essential to remove all duplicated items from the dataset to make 

each entry of dataset unique. If the dataset has a high proportion of repeated entries, it can result in a bias 

towards those items during categorization, which can lead to inaccurate results. Therefore, removing 

duplicates can help to ensure that the model is trained and tested on a more diverse and representative 

dataset, which can improve the overall accuracy of the classification model. 

3.6. Text Conversion to Lowercase 

 During this pre-processing step, we converted the data in the form of text data to small letter using a 

simple line of code in Python. This helps the machine to process the text in a more consistent and logical 

manner. However, we only applied this conversion to the features that were necessary for training and 

testing the learning algorithms. This is because there may be certain cases where the text's original case 

might have some significance and should not be converted to lowercase. 



Journal of Computing & Biomedical Informatics                                           Volume 04  Issue 02                                                                                         

ID : 130-0402/2023    

3.7. Removing Stopwords 

 During the pre-processing step, removing stop words is essential to enhance the understanding of the 

sentence's meaning. Stop words are commonly used words such as "the," "a," "an," "and," "or," and "in" that 

have little to no semantic meaning. Removing stop words improves the performance of natural language 

processing algorithms by leaving only relevant words behind. This process is also used by search engines 

like Google to improve the speed and accuracy of search results. 

 

4. Results and Discussion 

 Next, we will delve into the outcomes of the appropriate machine learning algorithms used in our 

study. We evaluate the results using performance matrices of the learning algorithms and compare the 

outcomes of two algorithms applied on our dataset. To facilitate comparison, we present the results in a 

table and a graph.  

To measure the performance of algorithms, we use performance metrics that include various 

measures such as Accuracy, Recall, F1 Score, and Precision. We use these metrics to analyze the perfor-

mance and determine the best algorithm for our work. We discuss each of these measures based on the 

actual and prediction-based metrics presented in Table 1. 

Table 1. Evaluation Metrics 

Evaluation Metrics 
Actual 

Positive Negative 

Prediction 

Positive True Positive (TP) 
False Positive 

(FP) 

Negative 
False Negative 

(FN) 

True Negative 

(TN) 

The accuracy metric evaluates the proportion of correct predictions made by a classifier. However, it 

may not be a reliable measure when dealing with imbalanced datasets as it can result in biased predictions 

towards the category that appears more frequently, leading to incorrect predictions for the other categories. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
(𝑻𝑷 + 𝑻𝑵)

(𝑻𝑷 + 𝑭𝑷 + 𝑭𝑵 + 𝑻𝑵)
                                                                                                                           (1) 

The terms TP (True Positive), TN (True Negative), FN (False Negative), and FP (False Positive) are 

used to calculate the values for Precision, Recall, and F1-Score. These measures are more reliable than ac-

curacy in evaluating classifier performance, particularly when the dataset is imbalanced. The formulas for 

these metrics are provided below. 

                      𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
(𝑻𝑷)

(𝑻𝑷 + 𝑭𝑷)
                                                                                                                             (2) 

                    𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

(𝑻𝑷 + 𝑭𝑵)
                                                                                                                                       (3) 

                    𝑭𝟏 𝑺𝒄𝒐𝒓𝒆 = 𝟐 ∗
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
                                                                                                       (4) 
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After implementing the selected algorithms on our dataset for classification of Islamophobic hatred 

data points, the finding of classification algorithms was calculated using performance matrices discussed 

above. The LSTM model takes in a sequence of words as input and uses the memory cell to remember 

important information from the previous words in the sequence. This allows the LSTM to understand con-

text and meaning in the text, which is important for text classification. LSTM achieved an accuracy score 

of 93.3 percent. It performed well on our dataset and outperformed many of the previous research’s accu-

racy scores. On the other hand, BERT (Bidirectional Encoder Representations from Transformers) is a trans-

former-based pre-trained model that is designed to understand the context of a sentence by looking at the 

words both before and after a given word. LSTM (Long Short-Term Memory) is a type of recurrent neural 

network that can process sequential data by using a memory cell to remember information from previous 

time steps. 

Figure 3. Comparison training and validation accuracy wrt epochs 

As in the Figure 3 the reason shown that we achieved the accuracy during the training and validation 

is almost same which is reason to achieve these best results for BERT and it is increases with number of 

epochs.  

Figure 4. Comparison training and validation loss wrt epochs 

Additionally, the graph of loss shown in Figure 4 shows that the loss also decreases when the number of 

epochs increases minimum difference.  

BERT uses a technique called pre-training, where the model is trained on a large corpus of text before 

being fine-tuned on a specific task, such as text classification. BERT achieved an outstanding accuracy score 

of 97.1 %, outperforming LSTM. We can see in Table 2 that LSTM accuracy is less than BERT because the 

loss of during training and validation increases which drops its validation accuracy over training accuracy. 
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Table 2. Classifiers’ Accuracy  

Classification Algorithm Accuracy 

LSTM 93.4 

BERT 97.1 

 

5. Results Comparison  

 Now, in Fig. 3, both accuracies are compared of algorithms (LSTM and BERT) to represent the best fit 

algorithm for Islamophobic content classification by both proposed models comparison. BERT is a trans-

former-based architecture that has been shown to outperform LSTM (Long Short-Term Memory) in text 

classification tasks. This is because BERT can consider the context of a word in both the left and right sides 

of the sentence, whereas LSTM only considers the context from the past. Additionally, BERT uses attention 

mechanisms which allow the model to focus on specific parts of the input when making a prediction, 

whereas LSTM does not have this capability. This allows BERT to better understand the meaning of a 

sentence and make more accurate predictions. Overall, BERT has been found to be more effective than 

LSTM in text classification tasks because of its ability to consider context from both the left and right sides 

of the sentence and its use of attention mechanisms.  

 

Figure 5. Comparison of Both Algorithms 

When we compare both results, we found that BERT outperforms LSTM with an accuracy of 97.1 

percent. 

6. Conclusion and Future Work 

In this study we have developed a benchmark dataset to address the need for an advanced word 

filtering mechanism for identifying Islamophobic content in tweets and posts on social media. Further, it is 

evident by the above graphical representation that BERT has outperformed LSTM for the designed dataset, 

achieving an accuracy of 97.1 percent. 

To enhance our research in the future, we can augment our constructed dataset with more data to 

achieve more precise and dependable outcomes with heightened accuracy, various techniques such as 

stemming and lemmatization can be employed for preprocessing, which can help extract more relevant 

features using different strategies for feature extraction. There are numerous future paths in the realm of 

identifying Islamophobic content, with most research studies currently focused on English. However, social 

media platforms are used in several regional and international languages, presenting unique opportunities 

for further research. Moreover, improving the features derived from social media sites can enhance the 

classification models for identifying Islamophobia. Our proposed methodology can aid in designing an 

LSTM

BERT

Results Comparison

Accuracy
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effective filter mechanism for detecting Islamophobia on different social media platforms. Considering that 

Europe has over 300 million active social media users, our study can serve as a crucial filter mechanism for 

preventing cyberbullying (Islamophobia) in cyberspace. We believe that our model can efficiently assist in 

the automatic detection of Islamophobic content on any social media platform. 
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