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Abstract: In 2019, the COVID-19 pandemic took the world by storm, resulting in far-reaching 
impacts on education, economics, and health. As the coronavirus epidemic progressed, new 
mutations such as the Beta, Delta, and Omicron variants developed, causing fear and anxiety among 
the public. According to World meter, approximately 6 million people have so far died from 
COVID-19 and its variants. On November 24, 2021, the “SARS-CoV-2” omicron strain was first 
observed in South Africa and has since spread to over 57 countries. This study provides an analysis 
of the sentiment and behavior of people toward the omicron variant. We propose a method for 
performing sentiment analysis on Twitter data related to the omicron strain. Natural Language 
Processing techniques are used in Python to extract optimized features from the omicron tweets, 
creating a dataset that is then used by Machine Learning tools to train various models. The dataset 
is used to classify user emotional behavior into Neutral, Negative, and Positive categories using six 
machine learning classifiers: Naive Bayes, Random Forest, Decision Tree, Support Vector Machine, 
Voting and Stacking techniques Classifier. Accurately measuring the results of the predictions is the 
goal. According to the study's findings, when compared to other classifiers, the ensemble voting 
classifier had a performance accuracy of 85.33% and the ensemble stacking classifier had a 
performance accuracy of 87.5%. 
 
Keywords: Machine Learning; Sentiment Analysis; Twitter, Omicron; COVID-19; Tweets; NLP; Big 
data. 

 
 

1. Introduction 
It is crucial to learn how to interpret the tone and sentiment of a writing, especially in the commercial 

world and during political decision-making. Reviews, rating and recommendation systems, product 
advertising, and other areas all use sentiment analysis. Businesses can save time and improve processes by 
automating the human labelling and categorization of evaluations. Sentiment analysis is beneficial for a 
variety of purposes, including evaluating consumer patterns, comparing the products of rival companies, 
and determining the sentiment of a product. Additionally, it can be employed in research, where 
categorized data provides richer understanding than raw data. It can be used in a variety of fields, 
including "health, stock markets, disasters, political themes, social topics, and more."` Internet users now 
have a platform to express their opinions and give their thoughts on a variety of topics and events thanks 
to social media. People today have a wide variety of internet channels at their disposal where they can 
voice their opinions on a wide range of subjects, events, or aspects of their personal lives [1]. People can 
now communicate their thoughts and information more easily because to the widespread use of social 
media. For analysts and researchers looking for information to aid in making strategic decisions, this data 
is an invaluable resource [2]. The majority of people today consider other people's points of view and 
openly express their agreement or disagreement with an argument. Twitter, a microblogging system, has 
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become a global phenomenon and is used as a broadcast medium to share real-time information about 
what one is doing, thinking, or feeling [3]. Twitter has roughly 600 million active users, generating around 
58 million tweets each day. Sentiment analysis is a useful technique for quickly gauging people's opinions 
from a massive amount of text data [4]. Opinions expressed on the internet are now a highly important 
resource for conveying sentiments and producing sentiment analysis data, enabled by the growing potency 
of social media networks [5][6]. “COVID-19 is a novel viral disease, initially observed in China in December 
2019, and has since infected over 24.80 crore people worldwide by November 2021, causing an estimated 
50.20 lakhs deaths, [9]. Numerous methods have been used to reduce the spread of illnesses, including 
company closures, self-quarantines, travel restrictions, and social isolation policies that have profoundly 
altered the social structures of societies all over the world [10]. "Several countries have established 
vaccination protocols to protect their citizens against the virus's devastating diseases [11]. Social media 
sites like Twitter, Instagram, Facebook, WhatsApp, and others assist gather useful COVID-19 information 
in this epidemic situation [12]. Content about “medical services, epidemic signs, and the communities 
affected by COVID-19 outbreaks can all be found on social media [13]. “Compared to other sites, Twitter 
is particularly effective in sharing informative messages with a length of 280 characters. Active users tweet 
multiple insightful information about the location and travel history of the patients, cases recovered, 
suspected, and confirmed, and the symptoms of the patients such as body pains, running nose, headache, 
fever, and cold [14]. The COVID-19-related tweets are labeled as ‘informative’ tweets, and the irrelevant 
user tweets are labeled as” ‘uninformative’ tweets” [14]. 

The recently found coronavirus that causes the infectious sickness known as Coronavirus Disease 
(COVID-19), which was initially identified in Wuhan, Hubei Province, China in December 2019, needs to 
be brought up in class (W.H.O., 2020). The virus has infected 213 nations across six continents (World 
ometer, 2020). The huge zoonotic virus family known as coronaviruses is responsible for a variety of 
ailments, including the common cold and respiratory conditions (Lab Manager, 2020). Sentiment analysis, 
or opinion mining, is a powerful tool for learning more about any given topic. It is widely used in research 
to gain an in-depth understanding of the data beyond just raw numbers. It can be used to analyze opinions 
on product reviews, “medicine, stock markets, disasters, political topics like elections, social topics like 
cyberbullying and rape, and more” (Mäntylä Graziotin & Kuutilaa, 2018) 

This research seeks to study the Sentiment Analysis of COVID-19 Tweets. From this project, we want 
to attain the following objectives: to establish a reliable source for analysis, evaluations, and attitudes of 
the positive and negative reactions within the tweets through opinion summarization systems, to create a 
mutual understanding of the pandemic between the community and the nation, to track, monitor, and 
understand. Tweets on COVID-19 for a deeper understanding of the audience, to stay updated with what's 
being said about the pandemic, to discover new trends in the medical and research domains and use them 
to form effective COVID-19 strategic plans, to monitor and handle people's grievances, and to gain in-
depth information for strategic analysis and determine the best algorithms for accurate evaluation. This 
research seeks to study the Sentiment Analysis of COVID-19 Tweets. From this project, we want to attain 
the following objectives: to establish a reliable source for analysis, evaluations, and attitudes of the positive 
and negative reactions within the tweets through opinion summarization systems, to create a mutual 
understanding of the pandemic between the community and the nation, to track, monitor, and understand. 

The objectives of this study are to use machine learning (ML) models to analyze people's sentiments, 
To Train and build ML models to evaluate the performance of omicron tweets And to Compare the 
accuracy and confusion matrix results of different Ensemble models. The purpose of this project is to 
determine the sentiment of tweets about Omicron Corporation by using ML models such as SVM and DL 
Models. This project can help Omicron Corporation to better understand the sentiment of their customers 
and develop strategies to improve their customers’ sentiments. This project can also provide insight into 
how customers feel about Omicron Corporation and its products and services, which can help Omicron 
Corporation to improve its products and services. This project can also help Omicron Corporation to 
identify potential issues with their products and services, and take corrective actions to address them.  

In this paper, the aim is to learn how to create a professional approach to sentiment analysis and 
classifying the emotional behavior of Twitter users. Section 1 describes the introduction of the topic. Section 
2 discusses some related works on sentiment analysis and describes the different techniques used to find 
the sentiment of user’s tweets. Section 3 will cover our suggested approach to sentiment classification, 
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using fundamental NLP methods and ML classifiers. Section 4 will explain the results of our suggested 
models, and present the experimental findings. Finally, the conclusion of the study will draw our study to 
a close. 
2. Literature Work 

In order to identify sentiment, Singh and colleagues used a BERT model to analyze Twitter data. The 
data was loaded into the BERT model for sentiment analysis and classification based on the content of the 
tweets [1]. The model's performance was then assessed using an SVM classifier, and on the collected 
dataset, an accuracy of about 94% was realized. The most popular subjects addressed on Twitter during 
and after the initial COVID-19 pandemic outbreak was investigated by Manal Abdulaziz et al. Latent 
Dirichlet Allocation (LDA) was used for theme mining, while a lexicon-based method was used for 
sentiment analysis. The study discussed how people felt during the first wave of the epidemic about many 
subjects. An English-language dataset of 600,000 tweets was used; 80% of the data were used to train the 
model and 20% were used to test it. With the aid of sentiment analysis, the sentiment related to the most 
popular themes was investigated and provided in the manuscript [2,3,4]. ML is a powerful tool used in 
fields from computer vision to text understanding and has proven to be effective in constructing effective 
models for pattern recognition. As machine learning becomes increasingly important and successful in 
engineering and sciences, it is important to understand the multi-step process of learning it entails [15]. 
The initial phase involves collecting and categorizing data into training and test sets, attributing labels and 
qualities to the training sets, and creating a model that depicts the relationship between the qualities and 
the label. Finally, the model is applied to various test sets using algorithms like classification and ranking 
to evaluate its accuracy. Different terms are used in machine learning that is important to understand. 
Sentiment analysis is a process that involves understanding people's attitudes toward certain topics. It is 
typically divided into three categorization levels: DL, SL, and AL. DL sentiment analysis focuses on 
analyzing the whole document and categorizing it as either positive or negative. SL sentiment analysis 
looks at each sentence separately, as if it were a brief document. Finally, AL sentiment analysis studies the 
emotions conveyed by individual words. By analyzing sentiment, we can gain insights into people's 
opinions and feelings [17]. Learning about the rise of social media starts with understanding the Internet 
and mobile technologies that make it possible. These technologies provide the technical framework, from 
content creation and distribution to interactive communication. Social media has become an essential part 
of the information ecosystem. Research on social media has grown substantially due to a surge of interest 
from multiple fields. Social media analytics is the process of designing and assessing informatics tools and 
frameworks to collect, monitor, analyze, summarize, and visualize social media data, often in service of a 
specific application [18]. 

Nair et al. investigated the rise in COVID-19-related tweets, which included both favorable and 
negative as well as neutral commentary. They were prompted to conduct sentiment analysis as a result of 
the increased social media activity in order to better understand the varying public perceptions on COVID-
19. The extremes of opinion would be categorized by the conventional sentiment analysis techniques as 
either positive, negative, or neutral tweets. They suggested using Logistic Regression sentiment analysis, 
"VADER sentiment analysis, and BERT sentiment analysis to increase precision [5]. These suggested 
research methods can be categorized based on the domain and are more responsive to sentiment 
expressions on social media. "Despite the fact that three separate algorithms were used, all preprocessing 
and subsequent steps—with the exception of the sentiment analysis algorithm—remained the same. The 
three sentiment analysis techniques can be compared with the aid of this uniform processing. In the study 
by Vijay et al., an analysis of Twitter data from every Indian state from November 2019 to May 2022 was 
done. The results of the dataset's gathering revealed that the Indian community's general attitude was 
favorable [6,11]. This was caused by certain states receiving more tweets on the greater rate of COVID-19 
positive patients. An innovative approach to analyzing sentiment in Twitter datasets was put forth in the 
work by Hassan Saif et al. It required connecting the represented notion and the positive/negative 
sentiment and adding semantics as extra features to the training set. Results showed that when compared 
to the baselines of unigrams and POS features, this technique increased the average F harmonic accuracy 
score by 6.5% and 4.8% for both positive and negative sentiment, respectively. In comparison to a system 
based on topic analysis with sentiment-bearing, precision with lower Recall and F scores were also seen 
when categorizing positive sentiment, and improved precision with higher Recall and F scores when 
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classifying negative sentiment. In Patel Ravikumar, a novel method for sentiment analysis of Twitter data 
was put out. The most popular research approaches for sentiment analysis to extract pertinent information 
from linguistic data are NLP and input mining methods [8]. The created strategy used ML techniques to 
analyze Twitter data to determine general sentiment. Twitter was used to gather the data set for this study 
while the 2014 FIFA World Cup of Soccer was taking place in Brazil. Throughout this time, people 
expressed their opinions, sentiments, and attitudes on the game, the promotion, and the players. Based on 
the emotive terms in the user tweets, NLP techniques were used to filter and evaluate the data in order to 
estimate the sentiment polarity. The Python programming language and the freely accessible NLTK toolkit 
for academic and research purposes were used in this procedure. The created system used WordNet and 
its POS to extract emotional terms from phrases, which were then assigned sentiment polarity using either 
lexicon-based techniques or the Sent Word Net Dictionary [12]. The NB and SVM ML algorithms were 
used to further explore the given polarity, and the generated data were then assessed. A DL method for 
analyzing public mood was introduced in Jintao Ling. He described how Chinese citizens' use of 
microblogging as a major venue for sharing their opinions on current affairs. When the coronavirus 
outbreak occurred, the number of linked entries on microblogs immediately rose, giving an excellent 
opportunity to gauge public opinion. o finds out how people in various countries expressed their emotions, 
Dubey (2020) looked at "Tweets connected to coronavirus from March 11 to March 31, 2020. In comparison 
to other nations like Italy, Spain, and Belgium, he discovered that people in France, Switzerland, the 
Netherlands, and the USA displayed more hostility and mistrust. To acquire deeper insights, additional 
analysis that combines sentiment analysis and topic modelling can be done. According to a 2020 study by 
Medford et al on-Twitter activity, content, and feelings related to the US Presidential Election, there were 
shifts in both content and mood throughout the first three months of the election. Common applications of 
sentiment analysis include stock market forecasting, market trend analysis, product flaw analysis, and 
crisis management. The given table shows the previous studies work techniques, tools and languages [13]. 
This analysis typically involves a pre-set vocabulary, with each word assigned a value to indicate whether 
it is positive or negative. Sentences are broken down so each word can be identified, and then its assigned 
value is used to determine the sentiment of the overall text. The survey in the Dube’s study discovered that 
immigration, healthcare, employment, and climate change were the primary subjects of Twitter activity 
and sentiment around the 2020 US Presidential Election. The survey also discovered that from January to 
March 2020, there was a notable rise in online conversations concerning these subjects. After researching 
the methods already in use, Anton and Andrey created a model for automatic sentiment analysis [15]. No 
matter the language or format of the material, they were able to create a system that can be applied to 
anything. They also demonstrated that their model's accuracy was on par with the very best, which is 
excellent news for those attempting to study text. 

 
Table 1. Comparison of different research work 

Ref. Year Dataset Methods Algorithm Tools Accuracy Precisio
n 

Recall F1-Score 

(Hassan Saif et 
al.) 

2017 Three different 
Twitter datasets 

NLP, ML SVM, NB Python 75 77 75 74 

(Patel 
Ravikumar et 

al.) 

2020 Twitter dataset 
for the 2014 FIFA 

World Cup  

NLP, POS, 
ML 

SVM, KNN Weka, 
Python 

85 82 73 86 

(Jintao Ling et 
al.) 

2020 1 million blog 
postings 

NLP, DL BERT Python 75.13 75 73 71 

(Mohammad 
Mahyoob et 

al.) 

2022 18,737 tweets 
from Twitter 

SentiStrengt
h software 

 SentiStrengt
h 

71 N/A N/A N/A 

(Lokesh 
Mandloi and 
Ruchi Patel) 

2020 Twitter dataset ML 
algorithms 

NB, SVM, Python 86 88 80 81 
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3. Materials and Methods  

Over Constructed methodology Initially focused on cleaning and extracting the features from omicron 
Tweets data by using freely available nltk library of python for the preprocessing of dataset with NLP 
techniques. Secondly, identified optimized and most informative features in the dataset to enhanced the 
performance of the models. Thirdly some ML models (Naïve bayes, Random Forest, Decision Tree, Support 
Vector Machine and apply two ensemble techniques (Voting and Stacking) on these models to improve the 
accuracy) are applied to evaluate the created dataset.  Finally, Ensemble ML techniques Voting and 
Stacking are Applied and enhanced the accuracy of models.   

 

 
Figure 1. Proposed Methodology 

(Doaa Mohey 
El-Din 

Mohamed 
Hussein) 

2016 Online papers ML, SAOOP KNN, NB, 
RF 

Python 83 76 71 80 

(Deepika 
Vatsa and 
Ashima 
Yadav) 

2022 Two-month data 
set of tweets 

Linear 
Discriminan

t Analysis 

N/A Python 84 N/A N/A N/A 

(Sanjeev 
Verma) 

2023 Public services 
dataset 

ML, HCI NB HCI 86 78 76 82 

(Oksana 
Tokarchuk et 

al.) 

2022 TripAdvisor 
online reviews. 

Statistical 
analysis 

N/A SPSS 87 N/A N/A N/A 
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The creation of the dataset is an ongoing process and will continue to be updated with new data. 
Firstly, we selected the dataset from Kaggle website. We then cleaned the data and removed stop words. 
Next, we analyzed the data by applying a sentiment analysis to it. After that, we created a word cloud for 
each category of tweets. Lastly, we put together our final dataset. Target variable is classified into three 
classes, (“positive, negative, and neutral”).  
3.1 Preprocessing 

The preprocessing of the dataset is the first step in a process called text mining. In the preprocessing 
of the dataset, four tasks are done. They are tokenization, removal, filtering and formatting. The 
preprocessing of the dataset is needed before any other steps can be done to the data. Preprocessing of 
omicron tweets by using machine learning is a computational process that transforms raw data into a 
desired output. In this process, the raw data is broken down into smaller sets of data and then the data is 
analyzed and structured in a way that makes sense of the information. For this process, the machine 
learning algorithm will learn from the raw data and from previous processed data to make sense of it. A 
machine learning algorithm is an algorithm that learns from examples. In preprocessing, we use the tweets 
text to detect the sentiment of tweets. 
3.2 Tokenization 

Tokenization is the process of dividing a text into manageable chunks known as tokens. It is a way to 
convert raw text into a language-independent representation, so that the text can be processed by 
algorithms. Tokenization is often used in natural language processing, where it is typically performed on 
sentences or paragraphs. The word "tokenization" is used to describe a specific process of removing the 
inherent bias and emotional content from an audio file. This can be done by using a noise-reduction 
algorithm to remove the background noise, then using speech recognition software to isolate the speech. 
This process is commonly used in language translation, though can be applied to other industries as well.  
3.3 Removal of Stop Words and punctuations  

The words "a," "an," and "the" etc. are called stop words. They are words that have no meaning in a 
sentence. Stop words are removed from a text, so they don't appear. This is because it is more important 
to remove the stop words than it is to keep the original text. After the removal of Stop words, the 
punctuation removal process is done by using the NLTK library in Python. 
3.4 Stemming 

Stemming is the process of removing all the words like (suffixes+prefixes+other word elements until 
only the lemma, or root is left. The preprocessing of omicron Text is finalized after this step. Stemming is 
the last stage of preprocessing of the dataset. 

 
Table 2. Preprocessing of text 

Stages Preprocessing Steps 
1 Original Tweet Text: " im done with bitter bitches its a wrap for that . if you a angry bird theres a app 

for that " 
2 Tokenized Tweet Text: '"', 'im', 'done', 'with', 'bitter', 'bitches', 'its', 'a', 'wrap', 'for', 'that', '.', 'if', 'you', 'a', 

'angry', 'bird', 'theres', 'a', 'app', 'for', 'that', '"' 

3 Tweet Text after Elimination of stop word: '"', 'im', 'done', 'bitter', 'bitches', 'wrap', '.', 'angry', 'bird', 
'theres', 'app', '"' 

4 Tweet Text after Elimination of Punctuation: 'im', 'done', 'bitter', 'bitches', 'wrap', 'angry', 'bird', 'theres', 
'app 

5 Tweet Text after stemming: im done bitter bitch wrap angri bird there app 

The above table 2, shows the preprocessing stages that collect the original tweet text and end with 
tweet text after stemming in stage 5. 

Figure 2 shows the features of the dataset. There are 12 features are containing in the dataset we select 
the text column and all the processing steps are applied on this column.  
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Figure 2. Description of dataset 

After the preprocessing of data, the evaluation of model is done the methodology for the evaluation 
of ML models are given below. 

 
Figure 3.  Evaluation of ML models 

The Figure 2 represents the flow of our evaluation of our selected ML models. The dataset consists of 
CSV files and data mining techniques are applied on data such as Data cleaning data normalization. The 
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prediction results representation methods used in this work are accuracy, precision, recall, F1 score the 
proposed model consists of the following steps: Data cleaning Data normalization Application of learning 
techniques on the data. 

4. Results 
For the machine learning model Evaluation, we have used the Six classifiers in this study, Decision 

tree, Random Forest, Naïve bayes, SVC, Ensemble Voting and Ensemble Stacking. For all of the used 
models we used training testing split evaluation method that available in the python and we used 75 
percent of data for the training and remaining 25 percent for the testing.   

 

 
Figure 4. Ensemble models 

The stacking and voting classifier combine the prediction results of decision tree classifier, random 
forest classifier, Naïve bayes classifier, and SVC classifier in one ensemble model. In this study we have 
performed comparative analysis of ensemble model and single model. The finding of this study represents 
that the stacking classifier give a highest accuracy of 88.06% than voting classifier the following mentioned 
below graph represent training and testing accuracy of   voting and stacking classifier. The below diagram 
represents that the voting and stacking classifier gives the highest 100% percent accuracy and Stacking 
classifier gives highest accuracy 88.05%. 

 

Table 3. Accuracy 
Classifiers Accuracy% 

DT 81.25 

RF 83.14 

NB 62.31 

SVC 86.06 

VC 85.33 

SC 88.06 
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Figure 5. Accuracy Comparison 

The Voting classifier is applied on dataset and gives the following accuracy in two forms: training and 
testing. The following table represents the Precision recall F1 score of Voting classifier. The class neutral 
shows higher precision (90%), recall (88%), f1score (89%). 

 
Table 4. Confusion matrix of Voting Classifier 

Class Precision % Recall % F1-Score % 

Negative (0) 85 70 77 

Positive (1) 81 92 86 

Neutral (2) 90 88 89 

The Stacking classifier is applied on dataset and gives the following accuracy in two forms: training 
and testing. The following table represents the Precision recall F1 score of Stacking classifier. The class 
neutral shows higher precision (89%), recall (91%), f1score (90%). 

 
Table 5. Confusion Matrix of Stacking Classifier 

Class Precision % Recall % F1-Score % 

Negative (0) 90 80 84 

Positive (1) 86 90 88 

Neutral (2) 89 91 90 

 

5. Conclusions 
The first step of sentiment analysis is to gathered the relevant Twitter dataset. In this analysis, we 

gathered the dataset from the omicron. After the pre-processing of data, the feature extraction process is 
done by collecting the relevant features. In this research, we included only the text feature. The dataset 
used in this thesis is based on the omicron tweets that took all through the third wave of the corona. The 
dataset has 8073 tweets from different users. In the purposed method, we used NLP strategies in python 
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language to extract optimized characteristics from the omicron tweets and created a dataset that recognizes 
by using the gadget-learned equipment to train the models. In this work, we have used six classifiers: 
Decision tree, Random Forest, Naïve Bayes, Support vector machine, voting classifier, and Stacking 
classifiers. We used to google PyCharm to develop machine learning models. We have analyzed in this 
study that the ensemble meta-classifiers give strong prediction results as compared to the single classifier 
model results. The voting classifiers give 85.33 accuracy. The stacking classifier gives 88.06 performance 
accuracy. 
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