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Abstract: Facial expression-based automatic emotion identification is an intriguing research subject 
that has found applications in areas as diverse as security, healthcare, and the human-computer 
interface. Researchers in this area seek to improve computer prediction by creating methods for 
reading and encoding facial emotions. As deep learning has shown to be so effective, many designs 
have been used to maximize its potential. This paper's goal is to examine recent efforts towards fully 
autonomous FER with the use of deep learning. The researcher emphasizes these processing 
contributions, architectures and databases, and then illustrate the progress accomplished by 
comparing the offered approaches and acquired outcomes. This paper’s goal is to aid and direct 
scholars by surveying current efforts and offering suggestions for how to further the area.  
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1. Introduction 

Automatic facial expression analysis is an intriguing and challenging issue with applications in fields 
as diverse as human-computer interaction and data-driven animation. Accurate face representations gen-
erated from raw facial pictures are crucial for facial expression recognition. This vast and important area 
of research brings together two seemingly unrelated areas: artificial intelligence and the capacity to discern 
human emotions in cognition (AI). Emotional states of humans may be deduced from a variety of sensor-
collected inputs, including speech, tone of voice, and physiological responses. In 1967, Mehrabian demon-
strated that the visual medium accounts for 55% of emotional information, whereas the aural medium 
accounts for 38% and words account for just 7%. Most academics are interested in this strategy since facial 
expressions are the first signal to transmit emotional state during conversation. As we've seen, security is 
the primary motivation for establishing one's identity. Identifiers may be based on a user's fingerprints, 
voiceprints, passwords, retinal scans, etc. Knowing the other person's motivation might help you avoid 
dangerous situations. Since there have been so many security breaches in public spaces like airports, con-
certs, and other major gatherings, this is very helpful.  

Rapid progress in areas like artificial intelligence [21], big data [22], and blockchain technology [15] 
has reshaped society and the range of skills accessible in the labor market. Socialization may also be taught 
in a classroom setting. People have to put in a lot of effort and time into collecting data using conventional 
ways, which makes it more challenging to converge and synchronize the generated art. These days, thanks 
to the Internet and the ever-improving state of information technology, people all over the world may 
quickly and easily get information on art and exhibitions in any part of the world. It is now possible for 
anyone, wherever in the world, to gather landscape data from all around the globe without ever leaving 
their living room. 
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2. Literature Review 
As more and more people get access to powerful computers, online courses have become more pop-

ular. For instance, [5] discovered that elementary schools offered a more pleasant user experience when it 
came to online art education programs than museums did. [12] used the 2019 coronavirus infection 
(COVID-19) to highlight the value of online education and learning for students. Because to significant 
advancements in AI technology, much deep learning work has been done in fields such as speech and 
image identification. There have been several developments in emotion recognition tools, both for the hu-
man voice and for visual media. Using deep learning and a cognitive wireless framework, [9] created an 
audio-visual emotion detection system that can automatically interpret patients' sentiments inside an 
online medical framework. Results from the tests showed that the system made a useful contribution to-
ward increasing people's ability to make use of healthcare information technology. Expanding on previous 
work, [11] summarize the relevant literature and apply deep learning techniques to the problem of identi-
fying emotions in human voices. The writer ran a simulation of multi-modal emotion recognition and dis-
covered that several forms of data input (such audio and video) may be integrated for greater efficacy.  

[18] review the literature on automatic facial emotion recognition using deep learning. Better ap-
proaches for decoding and comprehending facial expressions [27] were shown to be necessary by research-
ers to enhance machine prediction. The results of his research show that deep learning approaches work 
well. [17] looked at the effectiveness of deep learning for intelligent face identification, comparing their 
results to those of the best existing deep models for facial recognition in Internet of Things (IoT) and cloud 
environments. The proposed model has been empirically shown to reach a precision of 98.65%. Verifying 
the efficacy of deep learning systems for medical image fusion As [15]. They found that by applying the 
deep learning model to the task of fusing images, processing times could be reduced and accuracy could 
be improved by the automated extraction of the input's most relevant features. Training accuracy may also 
be improved by expanding the size of the training data collection. Examine the use of deep learning for 
phenotypic image identification in plants [3]. For example, plant disease detection and species identifica-
tion may be accomplished with the help of convolutional neural networks (CNNs), deep belief networks 
(DBNs), and recurrent neural networks (RNNs). By the end of the day, they determined that deep learning 
algorithms will play a significant role in the development of smart agriculture and big data going forward. 
Image identification of wind turbine blade damage was studied by [24], and they proposed a novel method 
for deep learning-based blade damage detection based on their findings. Their model integrates transfer 
learning and ensemble learning classifiers to improve accuracy. They used images of wind turbine blades 
to compare the proposed model's accuracy to that of SVMs, stand-alone deep learning models, and ensem-
ble learning methods. 

The authors of [20] modelled the connection between log-Mel and temporally modulated combined 
spectral regions while creating a Siamese neural network [28] for speech-based emotion identification via 
analogy learning. The results show that the suggested framework can function in non-steady-state settings, 
and that activation map layer-by-layer analysis can provide an explanation for the model's predictions. 
There have also been successes in studies examining emotion recognition and similarity measurement 
recognition techniques. For comparing skulls, for instance, [25] presented an SPCA-based technique. Facial 
micro expression analysis from video was proposed by [4]. To sum up, deep learning algorithms offer 
considerable practical usefulness in voice and picture recognition and have been the subject of much re-
search in a variety of contexts, including speech-based image recognition. 
 
3. Facial Available Databases  

There are a variety of FER databases accessible to researchers for training the neuron network with 
examples, each with its own unique characteristics in terms of the amount and size of photos and videos, 
differences in lighting, population, and facial posture. 
 

Table 1. Comparison between presented works. 
Databases Descriptions Emotions 

MultiPie (Gross et 
al., 2010) 

More than 750,000 images 
captured by 15 view and 19 

illumination conditions 

Anger, Disgust, Neutral, Happy, 
Squint, Scream, Surprise 
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MMI (Pantic et al., 
2005) 

2900 videos, indicate the 
neutral, onset, apex and off-

set 

Six basic emotions and neutral 

GEMEP FERA 
(Valstar et al., 2011) 

289 images sequences Anger, Fear, Sadness, Relief, Happy 

SFEW (Dhall et al., 
2011) 

700 images with different 
ages, occlusion, illumination 

and head pose 

Six basic emotions and neutral 

CK+ (Lucey et al., 
2010) 

593 videos for posed and 
non-posed expressions 

Six basic emotions, contempt and neu-
tral 

FER2013 (Goodfel-
low et al., 2013) 

35,887 grayscale images col-
lect from google image 

search 

Six basic emotions and neutral 

JAFFE (Lyons et al., 
1998) 

213 grayscale images posed 
by 10 Japanese females 

Six basic emotions and neural 

BU-3DFE (Lijun et 
al., 2006) 

2500 3D facial images cap-
tured on two view -45°, +45° 

Six basic emotions and neutral 

CASME II (Yan et 
al., 2014) 

247 micro-expressions se-
quences 

Happy, Disgust, Surprise, Regression 
and others 

Oulu-CASIA (Zhao 
et al., 2011) 

2880 videos captured in 
three different illumination 

conditions 

Six basic emotions 

AffectNet (Mol-
lahosseini et al., 

2019) 

More than 440.000 images 
collected from the internet 

Six basic emotions and neutral 

RAFD-DB (Li et al., 
2017) 

30000 images from real 
world 

Six basic emotions and neutral 

RaFD (Langner et 
al., 2010) 

8040 images with different 
face poses, age, gender, 

sexes 

Six basic emotions, contempt and neu-
tral 

 
Despite the remarkable performance of conventional face recognition algorithms using human feature 

extraction, researchers have shifted towards deep learning approaches over the last decade due to their 
strong machine identification capabilities. Here, we provide the most recent research results in FER, with 
a focus on the deep learning methods available for better identification. Training and testing databases 
should be used sequentially or in a static format. [19], proposed deep CNNs for FER by making use of the 
wide variety of available datasets. The picture was reduced in resolution to 48x48 pixels and facial land-
marks were retrieved from the data. Afterwards, they relied on augmented data techniques. We use a 1x1 
convolutional pooling layer, a 3x3 convolutional module, and a 5x5 convolutional module in a priming-
style architecture. They may improve local performance by strategically placing convolutional layers in-
side the network, and they can reduce the overfitting problem by utilizing network techniques within the 
network. 

 To further understand how data preparation impacts sentiment categorization networks, Lopez and 
company conducted the aforementioned research. The data is improved, rotated, cropped, down sampled 
to 32x32 pixels, and intensity normalized before being fed into the convolutional neural network (CNN), 
which comprises of two convolutional pooling layers, the final two fully connected 256 and 7 neurons. The 
best weight from the practice phase is carried over to the real exam. The significance of this experience was 
determined by analyzing three open-source datasets (CK+, JAFFE, and BU-3DFE). The researchers showed 
that doing all of the preprocessing steps at once was more efficient than performing each one individually. 

 [10] proposed a new CNN architecture with sparse batch SBP normalization to solve the ballooning 
or vanishing gradient issue. To combat overfitting, a drop-off layer is placed between the first and third 
fully connected layers of the network. The network is characterized by its usage of two consecutive convo-
lutional layers, followed by max pooling and SBP. To address the face occlusion problem, [23] propose a 
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novel CNN strategy that includes putting the data into a VGG network before using the CNN technique 
with an attention mechanism. The FED-RO, RAF-DB, and Affect Net databases are used to teach and test 
the framework. 

 In 2019, using the FER2013 database, [1] looked at how changing CNN parameters affected recogni-
tion accuracy. We started with a simple CNN consisting of two convolutional layers followed by a fully 
connected layer; the second convolutional layer played the A role for max pooling, and the third convolu-
tional layer served as a SoftMax function for sorting [29]; all images were 64x64 pixels. As a consequence 
of these studies, two novel CNN models were built, with average accuracy values of 65.23 and 65.77 per-
cent. These models are distinguished by the fact that they do not have fully-connected layer drops and 
maintain filters of constant size.  

Two residual blocks, each with four convolutional layers, were suggested by [6] as the basis for a 
novel deep CNN. The images are cropped and their intensities are normalized during the preprocessing 
step, and then the model is trained using the JAFFE and CK+ databases. After looking at how facial expres-
sions change over a range of emotions, [12]. proposed a CNN-LSTM hybrid architecture to analyze the 
collected data. A convolutional neural network (CNN) is used to learn the spatial features of the facial 
expressions across all emotional state frames, and then a long short-term memory (LSTM) is used to main-
tain the whole sequence. In addition, [26] proposed a novel architecture called Spatiotemporal Convolution 
with Nested LSTM (STC-NLSTM), which is built on three deep learning sub-networks: a 3DCNN for spa-
tiotemporal feature extraction; a temporal T-LSTM that preserves temporal dynamics; and a convolutional 
C-LSTM to model multi-level features. 

The accompanying graphic illustrates the many frameworks offered by the aforementioned academ-
ics, all of whom agree that fundamental emotions may be broken down into the following categories: joy, 
disgust, surprise, anger, fear, sorrow, and apathy. 

 

 
Figure 1. Frame work of convolutional neural networks. 

4. Research Methodology  
Ekman and Friesen's categorization of fundamental emotions was used as the basis for the classifica-

tion of facial expressions into six distinct states: happiness, sorrow, surprise, fear, disgust, and rage. Fur-
thermore, it broadens the scope of not one but two preexisting labels in the CK dataset: neutral and disdain. 
In this study, we employed convolutional neural networks (CNNs) to analyze facial expressions in order 
to identify eight distinct emotions. This range of feelings is shown in Figure 2 below. 
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Figure 2. Range of feelings used in dataset 

Algorithm 
The trained dataset folder is: 
#dataset_directory=”C:\\users\\Aiza\\Desktop\\D\\kdef” 
dataset_directory=”C:\\users\\Zunaira\\Desktop\\D\\kdef” 
dataset_folder=os.listdir(dataset_directory) 
It is cross platform library programmed using C++. It is used for face recognition and supports the face features using 
linear SVM. 
#import required packages 
 import cv2 
 import dlib  
Import argparse 
import time 
 
# handle command line arguments 
ap = argparse.ArgumentParser() 
ap.add_argument('-i'--image', required=True, help-'path to image file')                                                       
) 
ap.add_argument('-w',--weights', default= ./mmod_human_Face_detector.dat', 
help='path to weights files') 
args = ap.parse_args () 
net = caffe.Net ("Models/VGG_FACE_deploy.prototxt", "Models/VGG_FACE. caffemodel",caffe.TEST) 
def feature_extraction (single_frame) : 
#net = caffe.Net ("Models/VGG_FACE_ deploy.prototxt", "Models/VGG_FACE. caffemodel",caffe,TEST 
Input_image = single_frame 
resized_image = caffe.io.resize_ image (input_image, [224,224]) 
open CV, sciPy, SVM and pickle: These are open-source library for computer vision, computation operations and 
emotion vectors. Imported library functions for python 3.5 
import caffe 
import scipy.io as sio 
import numpy as np 
import cv2 
 
Main code for emotion extracted to train the classifier is given below 
Def emotion_extraction (single frame): 
#net = caffe.Net ("Models/VGG_ FACE deploy prototxt", "Models/VGG_FACE.caffemodel", 
input image = single_frame 
resized_image = caffe.io.resize_image (input_image, [224,224]) 
transformer = caffe.io.Transformer ( {' data' : net.blobs ['data' ] .data. shape }) 
transformer. set_transpose ('data', (2, 0, 1)) 
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transtormer.set_channel_swap ('data',(2,1,0)) 
transformer. set _raw_scale ('data', 255) 
net.blobs ['data:]. reshape (1, 3, 224, 224) 
net.blobs ['data ]. Datal[...] = transformer.preprocess ('data', resized_ image)  
net. forward () 
features = nec.blobs [' fc7 ].data [0] . reshape (l,4096) 
return emotions 

we employ the Expanded Cohn Kanade database (CK+ database) for our analysis. Ten thousand seven 
hundred and eight pictures representing 123 themes are available in CK+. It ranges from neutral to the 
extremes of surprise, joy, sadness, anger, contempt, and fear. Before the training phase begins, the dataset 
is preprocessed. In order to feed them into the CNN system, the photos are scaled down to 100x100. 

To illustrate the suggested CNN architecture, Figure 3 is provided. It uses a four-layer architecture 
with two convolutional layers, two subsampling levels, and one output layer. The so-called c1 layer is the 
first convolutional layer and uses six masks. Subsampling occurs in the following layer, which itself con-
sists of two layers (s1). There are 12 masks in the c2 layer, which stands for the second convolutional layer. 
Modern subsampling neural networks are two-layer structures. At the end, a completely linked layer is 
used to generate the classes. 

The researcher tested various combinations of training and testing data sizes. We conducted our tests 
using all 10,708 photos from the CK+ database. The amounts of data we utilized for training and testing 
are displayed in Table 2. The root mean square error dramatically lowers with more training data, as shown 
experimentally. And whatever picture information is left behind once training is complete is known as test 
data. The RMS error shows a linear relationship with the number of samples used for testing. The MSE 
will be lower for smaller samples. 

 
Figure 2. different steps adopted to train the model 

 
We may compile a complete picture of the situation by gauging the data points using the appropriate 

data measurement instrument for each category. Anger registers an accuracy of 87.73 percent, disdain of 
90.9 percent, disgust of 93.4 percent, fear of 91.7 percent, joy of 96.3 percent, sorrow of 91.1 percent, surprise 
of 98.0 percent, and apathy of 92.9 percent. There was a 92.81 percent rate of accuracy across the board. 

Table 2. Experiment results 
No Num of training data Num of testing data MSE 
1 8000 2708 0.6381 
2 9000 1708 0.4614 
3 10000 708 0.3729 

 
5. Results 

Results from experimental scenarios show that our system performs quite well, with an average ac-
curacy of 92.81%. The surprise category has the highest accuracy at 98.09%, while the rage category has the 
lowest at 87.73%. 



Journal of Computing & Biomedical Informatics                                          Volume 05  Issue 01                                                                                         

ID : 183-0501/2023  

In this study, we examine and contrast the recent, substantial interest that scholars have demonstrated 
in FER via deep learning. The proposed model architecture is followed by emotion recognition in the au-
tomatic FER task. Data processing is also included. The preprocessing step, which was present in all of the 
articles cited in this study, included crucial elements such resized and cropped photos, normalization of 
spatial and intensity pixels, and data augmentation to increase the variety of the images and get rid of the 
over-fitting problem. Each of these techniques is clearly explained by [14] Several of the techniques and 
contributions discussed in this evaluation had high accuracy. [19] incorporated inception layers into the 
networks, which displayed substantial performance [23]. prefer to derive AU from the face rather than 
categorize emotions explicitly is considering looking into the occlusion image problem and deepening the 
network as [6] propose including the remaining blocks. These analysis highlights the benefits of training 
the network with iconized faces as opposed to only raw photos. [1] offer two brand-new CNN designs 
after completing a thorough analysis into the impact that the CNN's parameters have on the recognition 
rate. More than 90% of these tactics successfully delivered serious results. Researchers suggested a variety 
of deep learning structures for the extraction of spatio-temporal information, including a Deep CNN, 
3DCNN, and CNN-LSTM combo. The approaches recommended by [23] are in line with the results at-
tained. Greater precision is obtained by [12] method at a frequency greater than or equal to 100%. Research-
ers integrated CNN-RNN, notably the LSTM network, with spatial data when working with sequential 
data to attain high precision in FER. This implies that CNN is FER's primary deep learning network. We 
should also point out that in order to assess the effectiveness of the suggested neural network design, the 
researchers trained and tested their model across numerous databases. Table 2 shows that even when em-
ploying the same DL model across databases, the recognition rate varies. Table 2 summarizes all of the 
aforementioned articles and lists the architecture, database, and recognition rate. 
 
6. Conclusion 

A convolutional neural network structure is proposed by the researchers for recognizing facial ex-
pressions. Eight different expressions on the face are being studied for recognition. We train on varying 
amounts of data from the CK+ database, and find that the mean square error reduces with more data. The 
results show that the RMS error goes down as training data increases in size. There was also a 92.81% 
percentage of accuracy in the system's performance. 
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