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Abstract: Recent years have seen an increase in the use of the phrase ”knowledge graph” in 
academic and professional circles, frequently in conjunction with Semantic Web technologies, 
linked data, massive data analytics, and cloud computing. Though there has been a marked increase 
in the availability of scholarly information online in recent decades, all scholarly discourse continues 
to be conducted through the written word. Scholarly knowledge is difficult to process mechanically 
in this format. In this research, an extensive dataset is used which is composed of 8,700 academic 
scholar (research papers sentences). The proposed approach consist of multiple steps; data 
preprocessing, entity extraction, relationship extraction and knowledge graph construction. We 
propose a more efficient representation of a scalable knowledge graph by instantly extracting the 
information from corpus of ACL dataset, and we test whether a knowledge graph can be used as an 
effective application in analyzing and generating knowledge representation from the extracted 
corpus of research citations.  
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1. Introduction 

There has been a massive and ongoing expansion of online data in recent years. Numerous formats 
for these statistics have been made public (e.g., CSV, JSON, and HTML, among others). Open data portals 
enable public institutions to provide a central location from which data may be accessible by a wide range 
of interested parties, and this trend toward increased data volume is partially attributable to open data 
laws and efforts (e.g., citizens, developers, and other public institutions). The modern era is characterized 
by the emergence of both massive data and increased processing capacity. There are so many bright pro-
spects in the field of artificial intelligence right now. With the advent of new technologies, Computer Vision 
has advanced tremendously. By employing a sophisticated neural network, the computer can do object 
recognition. Similar efforts are being made to enhance the computer’s text comprehension. Wikipedia data 
and other large-structured data sets are largely responsible for the progress. But text comprehension and 
text extraction from the web remain challenging tasks. The need for expressive formalisms to combine 
factual knowledge dispersed across diverse data sources, and knowledge graphs have gained traction as 
the most relevant exponent of the usage of Semantic Web technology [1]. Graph analytics, question-and-
answer systems, web search, etc. all rely heavily on knowledge graphs as a resource. 

According to the authors [2-5], a knowledge graph is a multi-relational graph with entities as nodes 
and relations as different sorts of edges, and it is used to define and store facts as triples. Recent years have 
seen an increase in the number of initiatives (such as NELL, DBpedia, and Deep Dive) aimed at creating 
knowledge graphs that computers can understand and use. Large-scale knowledge bases (KBs) like DBpe-
dia, Yago, and Freebase have been developed in recent years [6-8]; these KBs are frequently drawn from 
Wikipedia and are commonly referred to as KGs. 

These KGs are completely machine-readable and include true knowledge about real-world entities, 
including their relations and properties. Recent years have witnessed a rebirth of information-rich 
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techniques for many tasks in IR, particularly in Web Search, and Natural Language Processing because of 
the availability of these knowledge-based resources [9]. The entity boxes presented by most commercial 
search engines are a famous instance of IR. These compartments, which are typically displayed on the 
screen’s right side, offer a more organized perspective on entities (such as people). Wikipedia serves as 
both an entity repository and a source for the information displayed there; this includes details such as a 
person’s birth date and links to the person’s offspring. The contribution of this research is the construction 
of KG using In-Text Citation Data. More formally, the research focuses on 
• Utilizing the in-text citation sentences from ACL dataset [19, 21] 
• Construct a Generative Knowledge Graph from the in-text citations 
• Define optimal patterns to extract the relationship of entities. 

Though the volume of available academic data continues to expand tremendously, finding high-qual-
ity sources can be time-consuming and difficult for researchers. Despite several attempts [10, 11, 12], extract 
high-quality article relationships from in-text citation to formulate knowledge graphs is still a challenging 
task. The ability to extract links between high-quality articles is becoming increasingly valuable, and it may 
help to regain cognitive connections. The implementation of a framework that facilitates the interchange 
of bibliographic and citation context data in a machine-readable format can be highly beneficial. A proper 
statement of research could read as follows, “The academic community lacks a unified way to depict Cog-
nitive Relationships that would allow for the retrieval of high-quality research publications. It is necessary 
to extract and semantically describe such associations in a machine-understandable way with high accu-
racy and recall. Building a knowledge graph using the in-text citation dataset can create a link in academic 
research to retrieve quality research papers”.  

The structure of this research is presented here. The literature review of the work is shown in Section 
2. The methodology of the proposed work is shown in the Section 3. The dataset used for generative 
knowledge graph is described in Section 4. Entity Extraction, Relation Extraction and Knowledge Graph 
building are detailed in Section 5, 6 and 7 respectively. The proposed work is concluded with future work 
Section 8. 

2. Literature Review  
For a generative knowledge graph, typically, there are four stages to the process: collecting relevant 

articles from online news sources, analyzing them, building a knowledge base, and finally a knowledge 
graph [10]. There are various examples of Scholarly Knowledge Graphs built using the 4-step approach. 
One example is the AceKG [11], a large-scale knowledge graph in the academic domain, that contains 3.13 
billion triples. The information is based on a consistent ontology, such as the properties of publications, 
authors, fields of study, venues, institutes, and relations between them. The research provides three exper-
imental assessments of AceKG and a comparison with several state-of-the-art methods. Another study [12] 
offers two strategies for improving the accessibility and re-usability of academic data, published by 
Springer Nature SciGraph through DBpedia. The author employs methods to improve identification reso-
lution between the two sources using Linking Discovery for the data structure and uses entity recognition 
(NER) to add links to DBpedia items inside the SN SciGraph’s unstructured text content. The procedure 
organized the content thematically, with links to further information in DBpedia and Wikipedia. 

The Open Information Extraction (OpenIE)  uses binary relations between the authors to generate 
KGs [13]. Instead of manual curation, the OpenIE automatically extracts all semantic relational tuples from 
source text [17]. To achieve this goal, they have developed methods for enhancing the extraction and con-
nection of named items with KG persons, as well as their association with grammatical units that result in 
the generation of more cohesive facts. Furthermore, they have provided choices to construct potentially 
helpful RDF triples for the KG. Results have shown that using grammatical structures together with infor-
mation extraction units improves comprehension of the proposition-based representations in the building 
of KGs. 

Another study [14] employs a statistical method to identify the boundaries of the effect and the pat-
terns of effect events in the graph, regardless of whether they occur in succession or simultaneously. All 
relevant causality events from texts for the graph building are extracted on many clauses/EDUs (Elemen-
tary Discourse Units) which assist in establishing effect-event structures using textual event sequences in 
documents. After using the verb pair rules to detect causality, the system deals with the effect-boundary 
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determination challenges to locate the events from documents. The meteorological simulation knowledge 
is extracted from the vast literature using a deep learning technique called Bilateral Long Short-Term 
Memory Conditional Random Field (BiLSTM-CRF). The knowledge graph simulation is then built using 
the Neo4j graph database. It transforms huge literature into shareable and reusable information using the 
meteorological simulation knowledge graph (MSKG). 

Another approach [15] extracts scholarly metadata to train a classifier on labelled data pairs to deter-
mine if a given pair belongs to the same author. This study provides an entity retrieval system for the 
scholarly domain by combining data from textual  and structural embeddings for  training on the KG 
IOS Press LD Connect. In this study, the authors employ two standard datasets to analyze the performance 
of low-dimensional representations of papers and entities (such as authors, organizations, etc.): 1) a stand-
ard dataset obtained from Semantic Scholar to assess the semantic relatedness of papers, and 2) a standard 
dataset derived from DBLP to assess the quality of co-authorship recommendations based on KGEs. Using 
Doc2Vec [16], the system learns to extract embedding of things from the SKG of IOS LD Connect and use 
those vectors to represent the content of the papers. The entity retrieval model uses Logistic Regression 
that features sentences vectors and hierarchical embedding as input. This model works on a corpus of 
Semantic Scholar publications with comparable characteristics. 

We have examined and studied several studies as part of our investigation into the study of citation 
context, citation causes, and the extraction of cognitive links between articles. Not only that, but we have 
also investigated alternative methods of categorizing citation contexts [17-25]. Our research has shown that 
there are various ways of classifying sources used in academic papers. Numerous methods exist, but the 
two most fundamental involve counting how often something is referenced. In the past, researchers have 
focused on establishing connections between different types of scientific research papers by looking for 
things like shared authors or settings. As a result, it is urgently necessary to gather and organize the avail-
able citation context. We give citations with the most emotional weight priority because this is an emotional 
project. Finally, using the in-text citation method, we have created a framework to create a knowledge 
graph that shows the relationship between the study. Each researcher begins with a certain goal in mind, 
and they all develop unique strategies for achieving it. Table 1 will serve as a convenient summary of our 
research findings and survey replies. 

Table 1. Literature review summary of recent research for KG. 
Author Dataset Size Key Points 

Ahmed et. al. (2022) [26] Arabic and English Text English: 51,598,084 
Arabic: 6,894,368 

Comparison between  
AKG and EKG 

Jiang et. al. (2022) [27] Scholarly Abstracts 500 Abstracts Bert Based 
Oelen et. al. (2020) [28] News Articles 2,626 Articles NLP Based  
Färber et. al. (2019) [29] RDF Data Set 8,272,187,24 Triples Ontology Based 
Wang et. al. (2018) [30] WN18, FV15k, AK18K 3.13 Billion Triples Ontology Based 

3. Methodology 
The methodology to create a knowledge graph from In-Text citations is shown in Figure 1. The meth-

odology outlines the steps involved in generating a knowledge graph from a given dataset using natural 
language processing techniques [31-37]. The dataset employed is a publicly available ACL Anthology da-
taset. To increase efficiency, the dataset is pre-processed to eliminate stop-words and is tokenized. The 
tokens are then subjected to entity extraction to identify the subjects and objects in the dataset. To improve 
the accuracy of the entity extraction process, the extracted tokens are then examined for compound terms 
and modifiers. An ontology with a hierarchical framework of concepts and their relationships is used to 
examine the extracted entities for alignment. The ontology matcher compares the retrieved entities to the 
ontology and maps them to the ontology’s suitable concepts. The pattern matcher then uses specified pat-
terns to extract the relationships between the elements. Now the extracted associations can be represented 
in a knowledge graph, where nodes represent entities and edges reflect their relationships. To ensure com-
pleteness, the knowledge graph is subjected to attribute rectification and entity alignment. Finally, the on-
tology is built to reflect the knowledge graph’s links and concepts, allowing for additional analysis and 
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querying. Overall, this methodology offers a thorough and disciplined approach to creating a knowledge 
network from any given dataset. 

 

 
Figure 1. Proposed Methodology of In-Text Citation Knowledge Graph Generation. 

4. Dataset 
The ACL dataset is a collection of research papers related to natural language processing (NLP) and 

computational linguistics. It was created by the Association for Computational Linguistics (ACL) and is 
often used as a benchmark dataset for NLP research.  

 
Figure 2. ACL Anthology Dataset Sentiment Polarity Sample. 

The dataset contains over 22,000 research papers published between 1965 and 2021, including confer-
ence proceedings, journals, and workshop papers. The ACL dataset is organized into two main categories: 
Anthology Core and Anthology Non-Core. The Anthology Core contains papers from the ACL’s flagship 
conferences and journals, while the Anthology Non-Core includes papers from other conferences and 
workshops that are relevant to NLP. To perform experiments, a variant of the ACL Anthology dataset is 
employed. The dataset is composed of more than 8,700 in-text citation sentences.  The dataset contains 

Smith and Smith (2007) describe a more efficient 
algorithm that can compute all edge expectations in 

O(n3) time using the inverse of the Kirchoff matrix K1.

We want to note that our WordNet based method 
outperforms that of Hughes and Ramage (2007), which 

uses a similar method.
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four attributes: citing paper id, cited paper id, citation text, and sentiment polarity. The dataset is composed 
of three sentiment polarity classes (positive, negative, and neutral). Each in-text citation belongs to one of 
the polarity classes. A snapshot of the dataset in each sentiment polarity class is shown in Figure 2. 

5. Entity Extraction 
Entity extraction is a technique that can be used to expose the main subjects of interest rapidly and 

easily to obtain some comprehension of previously unknown data sets. The capacity to view all entity types 
(such as names, companies, and nations) in one location is one of the benefits that analysts receive from 
having access to such a structured corpus as a starting point for future research and analysis. A human can 
distinguish between different types of names (such as person, location, organization, product, etc.) with 
reasonable ease, however machines find it incredibly difficult to do so due to the ambiguities of language. 
Using word meanings and context, parts of speech analysis classify words in a sentence as nouns, verbs, 
adjectives, adverbs, and other types of words. This information can be used by machines to identify noun 
phrases, which gives hints about the identities of the important subjects being discussed. But for success, 
context is crucial. The different ways a word can be used, or its context cannot be accurately distinguished 
by a keyword-based NER algorithm. Extraction rules, which may be based on pattern matching, syntax, 
linguistics, semantics, or any combination of these, are powerful in entity extraction. Semantic entity ex-
traction uses logic to clarify meaning or understand context, opening the door for a variety of subsequent 
actions that are advantageous to multiple business processes in numerous industries. 

 
Figure 3. Entity Extraction from ACL Dataset. 

 
Figure 4. Extracted Entity Sample. 
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In this study, we developed a technique to help extract the entity pairings from the imported data. 
The en-coreweb-sm model of the SPACY library was used to load the English language tokenizer, tagger, 
parser, NER, and word vectors into memory. The entity extraction function is intended to go in the sen-
tence and contain the subject and object entities, respectively, if the tokens in the file are not punctuation, 
compound words, modifiers, or prefixes. The system's component that extracts significant entities is oper-
ating as planned. The subjects and entities of the data collection can now be added to the catalogues. The 
procedure adapted for entity extraction is shown in Figure 3, while some of the entities taken from the 
dataset are displayed in Figure 4. We start with a text data input and output the entities (application and 
part tagging) that we have got. After that, all the sentences in the dataset are extracted using this method 
as entity pairs. In the end, we were able to compile a list of entity pairs that contained every subject-object 
pair found in the phrases. 

6. Relation Extraction 
This feature explains not only straightforward relationships through direct connections, but also more 

intricate connections between diverse aspects. This makes it easier to summarize data quickly and effec-
tively. Relationship extraction is the process of figuring out how words in a text are related informally. 
There are numerous semantic categories that can be used to categorize the extracted relationships, but they 
involve two or more entities of the same type (such as individuals, businesses, or actual places) (e.g., mar-
ried to, employed by, resides in). There are five different approaches to perform Relation Extraction. 
• Rule-based or Pattern-based 
• Supervised 
• Weakly Supervised 
• Distantly Supervised 
• Unsupervised 

 
Figure 5. Various Relation Extracted from the Dataset. 
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The rule-based or pattern-based RE approach is used in this study. Hand-crafted patterns can be used 
in rule or pattern bases RE to locate multiple instances of relations by looking for triples (X, Y), where X 
are entities and Y are words connecting them. In relation extraction (RE), associations are taken out of the 
ACL Anthology dataset. This requires identifying and extracting connections between different elements 
present within the sentences. When two persons are mentioned in the text, the relationship extraction tech-
nique, for instance, will attempt to identify the nature of their relationship (friend, coworker, or family 
member). The most popular tool used to support this process is an ontology. This is a formal depiction of 
ideas and connections in a certain field, such natural language processing. The retrieved texts are then 
subjected to a matcher to look for patterns that might point to a relationship between various elements. For 
instance, recognizing the pattern "X is a student of Y" in a sentence could indicate a connection between X 
and Y. 

To extract certain correlations from the dataset, the matcher and pattern (Matcher + Pattern) are finally 
combined. The relationships between the pieces of the dataset can then be depicted visually by represent-
ing these interactions in a knowledge graph. The complete procedure to extract the relations from the da-
taset is shown in Figure 5. The established pattern in Figure 6 searches for the ROOT word, which is typi-
cally the main verb. The pattern first looks for the ROOT and then determines if the words that follow it 
are agents or preps (for "preposition"). Finally, Figure 3.8 shows the most prevalent relationships found in 
the dataset. 

 
Figure 6. Relation Frequency Count. 

7. Build Knowledge Graph 
The creation of a knowledge graph utilizing the CSV files is the last step. We construct a knowledge 

graph using a sizable corpus of ACL dataset. Entities are represented by knowledge graph nodes. Edges 
are a representation of the connections between nodes. Each of a relation's edges is given a type when the 
relation is defined. A knowledge graph is a representation of data in a graph. A KG's nodes and edges both 
provide information about individual items and their connections, respectively. The ACL dataset contains 
many articles and papers; hence, this research initially chose a limited selection of articles to work with, as 
shown in Figure 7, to develop a knowledge graph utilizing this dataset. 
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Figure 7. Knowledge Graph on Small Subset. 

 
Figure 8. Knowledge Graph on Complete ACL Dataset. 

 

The research then constructs a knowledge graph for wider comparison utilizing the entire ACL da-
taset. It took a significant number of computational resources and experience in NLP, data modelling, and 
graph visualization to build a comprehensive knowledge graph from an ACL dataset. The generated 
knowledge graph is used to investigate citation links between works, spot trends and patterns in the liter-
ature, and provide guidance for additional research and analysis. Figure 8 displays the knowledge graph 
created using the ACL dataset. 
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8. Conclusion and Future Work 
The ACL dataset has the potential to yield insightful knowledge about the connections between pub-

lications, authors, and organizations in the field of computational linguistics. This knowledge can be de-
rived from in-text citation data. Using information from in-text citations, this thesis investigated the pro-
cess for creating a knowledge graph and gave a preliminary analysis of the resulting graph. The outcomes 
show that this strategy is workable and beneficial, and they also imply that it may be able to provide insight 
for future field research and analysis. This strategy does, however, come with several drawbacks and dif-
ficulties. In-text citation data correctness and completeness, the choice of suitable NLP techniques and 
graph analysis tools, and the approach's scalability to bigger datasets are a few of these. To overcome these 
issues and create more reliable and scalable approaches for building knowledge graphs from in-text cita-
tion data, more study is required. 

The methodology for preprocessing and examining in-text citation data may be improved in future 
work. Additionally, various methods for representing and visualizing the resulting knowledge graph may 
be investigated. Future research can also concentrate on using this method on different datasets and subject 
areas to verify its generalizability and scalability. 
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