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________________________________________________________________________________________________________ 

Abstract: Coronavirus family belonged to the significant infection in both humans and animal’s 
pathogens. The current universal of the Coronavirus respiring ailment (COVID-19) shows a state of 
worldwide public outbreak. Coronavirus affliction (COVID-19) is spread through large droplets 
produced during coughing and sneezing by symptomatic patients, as well as asymptomatic indi-
viduals before beginning of their symptoms. The bug beginning the affliction is named harsh severe 
respiring condition coronavirus (SARS-CoV-2) and has happened flowing during the whole of the 
experience, producing dispassionate exhibitions grazing from asymptomatic cases to harsh severe 
respiring condition and obliteration, particularly of things accompanying comorbidities [hyperten-
sion, asthma, and diabetes]. Identify a suitable algorithm model that can predict either a patient has 
COVID-19, the model was trained on data from infected SARS-CoV-2 inmates. Machine Learning a 
model identify is projected to label best choice invention; to judge the traits that influence the fore-
cast model. To find highest in rank treasure for the forecast model an orderly composition review is 
administered. The number of algorithms recognized from experiments and deep study holds SVM 
and Logistic Regression namely ideal for prophecy. When the result of the identify was reasoning 
refine was found that SVM Model acted better than the alternative invention. Two classifier, Support 
Vector Machine and Logistic Regression, were selected; both have an accuracy of more than 90%. 
The SVM has 96.49% and LR 95.92% accuracy. These results can be used to take corrective measure 
by different governmental hospitals bodies. The infrastructure of methodology for forecasting in-
fections disease can make it easier to fight COVID-19. 
 
Keywords: Support Vector Machine & Logistic Regression Model Algorithm; COVID-19 Symptoms 
Prevention Disease; Performance; Accuracy, Comparison of Algorithm. 

________________________________________________________________________________________________________ 
1. Introduction 

The Coronavirus is a broad family of viruses that have been linked to illnesses ranging from the com-
mon cold to more dangerous infections, including Middle East Respiratory Syndrome (MERS) and Severe 
Acute Respiratory Syndrome (SARS) [1]. The 21st century has already witnessed significant epidemics 
caused by the SARS-CoV and MERS-CoV. However, the world population still suffers from severe acute 
respiratory syndrome coronavirus 2 (SARS-CoV-2 [2]. These are three highly pathogenic viruses that be-
long to the order Nidovirales and the family Coronaviridae [3]. The first cases of SARS occurred in No-
vember 2002 in Guangdong, China [4,5] and had the identification of the causative agent SARS-CoV-2 in 
April 2003 [4]. From November 2002 to July 31, 2003, the World Health Organization (WHO) recorded 8096 
cases of SARS in 27 countries, with 774 deaths attributed to the disease [6,7]. After this period, no new cases 
were detected, being then considered the end of the great epidemic of SARS [3]. 
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Considering that emerging viruses are continually causing global public health threats, the of Artifi-
cial Intelligence (AI) approaches and open-source datasets, promoting earlier detection and fast govern-
mental measures, can help to reduce the health and economic impacts of epidemics and pandemics [5,8]. 
AI has played a crucial role in contact tracing and predicting the spread of COVID-19. By analyzing large 
amounts of data, including demographic information, travel history, and social interaction, AI algorithms 
can identify potential infection sources and track the spread of the virus more effectively. These models 
help governmental authorities make informed decisions regarding quarantine measures, resource alloca-
tion, and targeted interventions[6]. By accurately predicting hotspots and potential outbreak areas, AI has 
helped control the spread of the virus and minimize its impact on communities [5]. AI has significantly 
expedited the vaccine development and drug discovery process for COVID-19[7]. Machine learning algo-
rithms have been utilized to analyze vast amounts of genetic data, identify potential drug targets, and 
predict the efficacy of various compounds against the virus[8]. AI algorithms can also simulate the inter-
action between drugs and viral proteins, accelerating the process of finding effective treatments[9]. These 
AI-driven approaches have contributed to the rapid development and approval of several COVID-19 vac-
cines and therapeutics, aiding the global fight against the pandemic [10]. 

Globally, as of June 28, 2023, there have been 767,518,723 confirmed cases of COVID-19 had been reg-
istered, including 6,947,192 deaths, reported to WHO[11]. Despite not representing a pandemic anymore 
due to the rapid development of anti-SARS-CoV-2 vaccines, currently, there are 13,461,344,203 COVID-19 
vaccine doses have been administered, and the virus still circulates throughout the world, affecting ap-
proximately 213 countries[12,13]. Continue Testing is not practicable in all countries, owing to time and 
expense restrictions, since the number of patients on screen for COVID Virus is continually spreading 
[10]. Meanwhile, the increase in worldwide electronic health data has represented an enormous potential 
to mitigate public health problems caused by future disease outbreaks. 

Therefore, using new machine learning approaches to predict COVID-19 in patients can help to reduce 
the time delay for the results of the medical tests and prepare the public health system to give proper 
medical treatment to control the disease. Here, the propose a machine-learning model that predicts a pos-
itive SARS-CoV-2 infection from common symptoms tests by asking basic questions [11]. To develop such 
a model, we performed a literature study alongside an experiment to identify a suitable algorithm and 
assess the features that affect the prediction model. 

In this study are identify a Machine Learning model for predict COVID-19 in infected patient. It is also 
working discover characteristics form patients’ clinic information that may affect the COVID-19 prediction 
outcome. This study does not include external factor such that other environmental variables that might 
affect the outcomes. 
1.1 Interpretation of Support Vector Machine Over Logistic Regression Model Used for Solving 
1.1.1 Suport Vector Machine (SVM) Algorithm 

Support Vector Machine identify an N-dimensional classification system for a hyper data plan that 
divides it into two categories [3].  

 

 

 

 

 

 

 

Figure 1. SVM 
Figure-1 depicts a typical support vector machine example. Logistic Regression a predictive analytic 

approach that is based on the concepts of probability, logistic regression is one of the Machine Learning 
techniques used to address categorization issues. 
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In SVM, the predicted variable is referring to an attribute, and transformed points are referred to as 
features. Features selections refer to the selection of the process of the data that is most representative [4]. 
A vector is a collection of features that describe a single case. The final aim of SVM modelling is to deter-
mine the optimum hyperplane that divides the cluster, the target variable on one side of the plane and the 
other category on the other. Those support vectors that are near the plane are the strongest ones [24].  

SVM are particularly useful when dealing with complex decision boundaries, non-linear separations, 
and high-dimensional data. They can also handle cases where the classes are not linearly separable by 
using kernel functions to implicitly transform the data into a higher-dimensional space where separation 
is possible. 
1.1.2 Logistic Regression Model Algorithm 

Logistic Regression is a simple yet effective algorithm used primarily for binary classification tasks. 
Despite its name, it is a classification algorithm, not a regression algorithm. Logistic Regression models the 
probability that a given input belongs to a certain class using the logistic function (sigmoid function). It 
estimates the log-odds of the probability, which can then be converted to a probability value using the 
sigmoid function. Logistic Regression is particularly suitable when the relationship between the features 
and the target variable is assumed to be linear on the log-odds scale. It is also commonly used when inter-
pretability of the model is important, as the coefficients of the features can be directly interpreted as the 
impact of each feature on the log-odds of the outcome. 

Model Assumption: Logistic Regression assumes that the log-odds of the probability of the positive 
class is a linear combination of the input features. Mathematically, this can be expressed as: 

Log-Odds (Logit) = β₀ + β₁x₁ + β₂x₂ + ... + βₖ*xₖ 
Where β₀, β₁, β₂,…, βₖ are the coefficients of the features, x₁, x₂, ..., xₖ, and k is the number of features. 

Logistic Function (Sigmoid): The log-odds from the previous step are then passed through the logistic 
function (sigmoid function), which maps the log-odds to a probabaility value between 0 and 1. The sigmoid 
function is difined as:  

𝑃	 #
𝑦 = 1
𝑥 ( =

1
1 + 𝑒(−𝑙𝑜𝑔𝑖𝑡) 

Where 𝑃 3!"#
$
4 is the probability of the positive class given the features x, and logit is the value obtained 

from the linear combination of coefficients and features. 
In summary, if you have a complex dataset with intricate decision boundaries, SVMs might be a better 

choice. However, if you prefer a simpler model, interpretability, or if your data exhibits a more linear sep-
aration, Logistic Regression could be more appropriate. Ultimately, the decision should be based on em-
pirical evaluation, considering factors such as performance, interpretability, computational resources, and 
the specific characteristics of your data. 
1.2. Basic Methodology Infrastructure of Evaluation in COVID Infected Data Analysis. 

 

 

 

 

 

 

 

 

 
Figure 2. Prediction of In-Patient Data of COVID 19 
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2. Materials and Methods  
2.1 Experiment Phase-I 

Within the confines are carried out using the result of the (Systematic Literature Review) SRL to fulfil 
aims of RQ1 in which are determine better machine learning approach for COVID-19 predictions these 
work is then continuing to create prediction model using the chosen method to figure out RQ2 the elements 
influencing the prediction are discovered. 

Jupyter Notebook – is a free & open-source online application that allows you to create and share 
documents that include live code, equation and graphics. Visualizations well as narrative pros Data clean-
ing, transformation, numerical simulation, and statistical modelling there are all example of machine learn-
ing are some of application[25]. For online quick tutorial is available at: 
https://nbviewer.org/github/pauleve/pint/blob/mast er/notebook/quick-tutorial.ipynb  
2.1.1 Data Collected Instrument 

Data Collection is an important and time-consuming procedure. Whatever the subject of study accu-
racy in data collection is essential for long-term success cohesiveness. Because patients’ data gathering was 
a rigorous and time-consuming process since clinical information was not publically available procedure. 
Due to current scenario at hospital with a high intake of patient with COVID-19 many hospital and health 
institute in the world was consulted to obtain the most precise data but we could get data from different 
hospital [26,27]. The datasets consist of 10 million real patient data.  

Saidu Hospital Swat provided the data set utilized to train the algorithm to predict COVID-19 [28]. 
The data collection includes information about COVID-19 hospitalized patients. It contained demographic 
information, symptoms and signs, prior medical data and laboratories values obtained from a computer-
ized database [29]. The initial data set included specific on the medicines used by doctors to treat the illness. 
Because our model does not require such information, those fields have removed. The dataset consists of 
multidimensional data that has been merged [30]. 
 

Table 1. High Infected Patients 
No of Features Name of Features 

1 Age 
2 Body-Pain 
3 Diff-Breath 
4 Fever 
5 Infection-Probability 
6 Runny-Nose 

 
2.1.2 Data Preparation & Implementation 

Data Pre-processing is a crucial step in the creation of a machine-learning model. Data obtained is 
frequently uncontrolled with us of range numbers, missing values, and so on. Such data might indicate 
some unsatisfactory experiment outcomes.  
• Missing Value Imputation – Our data missing value were handle by using a straightforward imputer 

from the Sklearn Python package. Its mean approach is used to replace missing values [31]. 
• Encoding Categorical Data – Since the DataFrame contains objects, we must transform them into a 

machine-readable format. 
DataFrame.head(n=29998), return the first five and last rows data. 
Table 2. Up and Down Machine Readable Checkpoint Solution of the Following Infected Patient’s Records. 
S.No Fever Body-Pain Age Runny Nose Diff-Breath Infection Probability 

0 101.202600 1 26 0 1 0 
1 99.371946 0 45 0 0 -1 
2 100.637629 1 40 1 -1 0 
3 99.927762 0 39 1 0 0 
4 98.583098 0 40 0 1 1 
--- --- --- --- --- --- --- 

29994 99.530594 0 18 1 1 -1 
29995 101.315894 1 41 0 0 0 
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29996 98.866731 0 31 1 -1 1 
29997 99.209840 -1 35 1 1 1 
29998 100.530192 0 24 1 -1 0 

       
The implementation is carried out in Python Jupyter Notebook the default integrated development 

and learning environment for the language the experiment was carried out in several stages, which are 
listed below: 
Following records gathering, the patient’s data is split into records set of 29998, recorded data 
Because two columns’ in the DataFrame are objects. We transform them into a machine readable format. 
The prediction accuracy of each algorithm is compared and assessed for each record set in order to pick 
the optimal method for the datasets.  
2.2 Experiment Phase-II 
2.2.1. Configuration of Algorithms 

The configuration of the algorithm is discussed in this section. Change to the algorithm’s setup can 
have an impact on the results [32]. 
- Support Vector Machine – SVM  

SVC (Kernel = ‘linear’, random state = 0) 

- Logistic Regression:  

It is a method of predicting the future based on past data, 
clf = Logistic Regression () clf.fit (X train, Y train) clf.fit (X train, Y train)  
clf.fit (X train, Y train) 

2.2.2. Performance & Accuracy 
Measuring the performance of a machine-learning model is a crucial task, because our approach ne-

cessitates prediction. We chose accuracy as the prediction outcomes. The metric utilized to evaluate the 
algorithms in this research is accuracy [33]. It is the most often used performance statistic for assessing 
classification methods. This metric tells us whose model is best to finding patterns in the training dataset 
in order to make in the unknown text, better prediction dataset [34]. 
Table 3. Collected Datasets [35]. 
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3. Results 
3.1. Infection Probability Symptoms & Count Plot 

According to Fig Count paragraphs shows that the patients suffered from COVID-19 and 2575 total 
patients. In which there are almost 375 patients that had fever and in the figure that show the 95% have 
normal fever and the other patients have high fever Similarly, the 94% patients have no body pain symp-
toms but that 1.0% have the body pain symptoms of that in COVID-19 [36]. The symptoms of COVID-19 
shows on the different age of the people like according to age 1 to 25 and 40 to 65 have less range but 
according to the age 25 to 40 and 85 to 100 have high symptoms of COVID-19. Also there are another 
symptoms occurs in COVID-19 like Runny Nose and Infection Prob both have the similar % of patients. 
But in the Breath there is much more difficulties, if there are same number of patients that are suffering 
from this and almost equal people that are save from this disease [37]. According to the checking of the 
COVID patient the machine learning model is trained for that and after that we predict patient very easily 
and in future it is very helpful for us. The Figure 3, shows all the patients % in which how much patients 
are under this disease and how many are save from this. The machine learning trained model give very 
easiness to checking the patient COVID symptoms. The figure is shown below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Gather data that includes information about individuals, their symptoms, infection probabilities, and symp-
toms counts Plot represent the probability of patients suffering from COVID-19 with relevant symptoms. 
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3.2. COVID-19 Correlation Coefficients & Matrix Datasets Cleaning Operation 
Table-4 lists the Pearson, Spearman, and Kendallau correlation coefficients. Features like mask-wear-

ing and market sanitization are not taken into account because they had null values [38,39]. These charac-
teristics are eliminated because they are highly associated with chronic lung, cardiac, and digestive condi-
tions, as well as running noses [40]. 

 
Table 4.Different correlation coefficient of the given dataset. Correlation coefficients are used to assess 

the strength and direction of the linear relationships between pairs of variables. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4. Obtained correlation matrix for the given dataset after data cleaning operation. 
3.3. Number of Cases of the COVID-19 Diagnoses 

Within the confiense to the graph there is a 2000 count down in COVID-19 of the people in which 
there are the range of 0 to 450 is not COVID  pattient but the total number that the COVID symptoms 
show are almost 95% that’s show in the graph. We use the machine learning model to predict the COVID-
19 symptoms easily to save the people lives that’s why we use the SVM and other algorithm technologies 
are used. In the graph its clear that there are a number of patient who are dignosed from this disease. After 
apply the algorithm through machine learning we defined the number of patients through this [39]. Num-
ber of Casese circle diagram there are showing the % of the dignoses people and the people who are safe 
from this. There are the number of clases and show the total amount of the people that are dignose from 
coronavirus. There are the 14.5% people that are not the Covid patients but the other 85.5% that are the 
dignoses from this the symptoms like body pain, diff-breath, fever, infection-probability and runny nose. 

 
 
 
 
 

 
 

 
 
 

Figure 5. The number of cases has been represented the count people of diagnosis from coronavirus. 
Found the result of plot and circle graph. Yes, represent the range of infected patient’s and No, represent 

the healthy states. 

Stats Pearson Spearman  KendallTau 

  Pearson Spearman KendallTau 

 Highest Positive Correlation 0.048 0.048 0.045 

 Highest Negative Correlation -0.036 -0.036 -0.036 

 Lowest Correlation 0.0 0.0 0.0 

 Mean Correlation -0.006 -0.006 -0.005 



Journal of Computing & Biomedical Informatics                                           Volume 05  Issue 02                                                                                         

ID : 236-0502/2023  

3.4. Experiment Overview 
To address RQ1, Systematic Literature Review (SLR) is performed. Which machine learning approach 

is best for predicting COVID-19? The SLR’s objective is to discover the best appropriate algorithms that 
will aid in the accurate prediction of COVID-19. I used two algorithms here one is SVM and another Re-
gression in these algorithms regression model is the best model for prediction of COVID-19. The results 
are the following! 
InputFeatures = [104, 1, 90, 1, 1] 

InfProb = clf.predict_proba([InputFeatures])[0][1] 
InfProb 

When the program run the infection probability on the basis of the given symptoms value is 
0.5492305552082519 and the result of the algorithm is approximately equal to 99%. In the Systematic Ex-
periments, several works utilization machine learning algorithms in the healthcare area were found (SLR). 
The majority of the papers compared machine learning approaches. According to [14, 35, 18] and [23], 
clinical datasets necessitate a comparison of algorithms to choose the best one. When accuracy is the per-
formance criterion, the most commonly used algorithm are Regression model. 
3.5. Experiment Algorithm 

The findings of experiment are presented in this chapter. The performance of algorithm describes in 
section 4.2.5 are used to assess the effectiveness of algorithm chosen. The following two algorithms were 
found as the best suited for classification of predicting COVID-19. 
o SVM- Support Vector Machine 
o Logistic Regression 
Each method listed above was train using the dataset that was gathered and the results were interpret. 
Every algorithm performance was assessed at various phases of the training set. Every algorithm was train 
using records sets of 1,000 records, 15,000 records, 17,000 records, and 20,000 records, in that order. This 
experiment is carried out to determine which COVID-19 predictions would be best served by this method. 
Also because the data has been divided into smaller groups and larger records was determine which 
method will perform best with the various dataset available. 
3.6. Support Vector Machine Result 

The Support Vector Machine (SVM) algorithm was trained on each record set to determine its correct-
ness at each step. Using k-fold cross validation, the data was split into training and test data at all phases 
(5-folds). SVM has a 96.00 percent accuracy rate. The accuracy for each batch of data attained by the Sup-
port Vector Machine (SVM) method is shown in table. 

Table 5. The number of patient records in identified the accuracy result with SVM algorithm. 
Number of Patient Records Accuracy 

60000 94.73% 
10,000 96% 
12,000 97.36% 
15,000 97.18% 
18,000 97.71% 
20,000 98.33% 

 

3.7. Logistic Regression Model Result 
Let’s apply Logistic Regression on it 

 
 

 
 
 
 
 

 
 

Figure 6. Accuracy of regression model. The chart in clearly display the regression model classification 
accuracy for each record set. 



Journal of Computing & Biomedical Informatics                                           Volume 05  Issue 02                                                                                         

ID : 236-0502/2023  

 

3.8. Comparison of SVM & LR Algorithm Result 
The total accuracy results from the tests are summarized for comparison in Figure 5 and 6, in these 

models regression model give us 96% accuracy. 
Table 6. Summarized comparison algorithm and accuracy. 

 
 
 
 
 
 

3.9. Analysis of Experiment 
Many studies have purposefully undertaken a clear comparison of various machine learning algo-

rithms, but the collection could not be reached, all proposed a comparison model SVM & Regression Model 
were chosen to undertake an experimental assessment to determine the best method to predict COVID-19. 
The experiment is divided into two stages: Assessment of machine learning methods chosen from the Lit-
erature Review and Experimental work to address RQ1. Importance Feature generation for detemining the 
influence of a certain feature on the prediction of COVID-19 which is used to answer RQ2. 
3.10. Analysis of Evaluation Phase I and II 

Quantitative data compared to estimated accuracy for each machine learning method in order to 
determine the best algorithm for COVID-19 predications. When compared to Support Vector Machine and 
other methods, the regression model performs significantly better in terms of accuracy and predication. 
When compared to other algorithm, the Regression Model produced superior results with less and bigger 
training data records. When the quantity of records was doubled, there was no discernible difference in 
prediction accuracy. 

Phase_2 is being carried in order to responds RQ2. The goal of this experiment is determine which 
feature in the dataset have an impact on the predicted outcome. It was determined that nor single algorithm 
can have designated as the best appropriate algorithm. A set of algorithm was chosen, which included: To 
do a comparison study, Support Vector Machine and Regression Model were used. The correctness of the 
chosen collection of algorithms is analyzed and assessed at several stages, based on the findings of the 
experiment, Regression is identified as the best machine learning approach for predicting COVID-19. 

Table 7. Represent the name of feature and values in different several stages. 
Name of Features Values of Features 

Age 1, 120 
Body Pain 0, 1 

Runny Nose 0, 1 
Diff Breath 0, -1, 1 

4. Conclusions 
A thorough literature review was conducted in this study and experimental Algorithms have conduct 

find the accurate algorithm for COVID-19 forecast in patient. There were no pure arguments discovered 
an appropriate method to summarize methods for predictions. Hence Support Vector Machine is one of a 
group of algorithms (SVM) and Regression Models. The chosen algorithm is trended with recorded sets of 
varying numbers of patients to determine the accuracy of machine learning models. After result analysis, 
Regression Model show better prediction in comparison Support Vector Machine (SVM) and KNN. The 
trained algorithms were further evaluated in order to identify the characteristics that influence COVID-19 
prediction in patients. Machine Learning has a lot of potential in Medical Department. It is suggested that 
further effort be focused on prediction of COVID-19 on AI (Artificial Intelligence) and Machine Learning 
techniques that might solve issues compared to current algorithms. It is quicker and produces superior 
results. An artificial intelligence (AI) application that makes advantage of different sensors and character-
istics to find and assist in the diagnosis illnesses can also be built. 

 MODEL SCORE 

0 Support Vector Machine 96.494090 

1 Losgistic Regression 95.922330 
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