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Abstract: Road accidents pose a substantial concern for all individuals. On a daily basis, a 
substantial number of precious lives are tragically lost due to vehicular collisions. The research 
conducted on road accident detection and prevention involves the utilization of various datasets to 
predict potential scenarios that may result in road accidents. Nevertheless, a significant obstacle that 
arises during the development of computer-vision models aimed at identifying traffic attributes in 
road accidents is the scarcity of available datasets. The dataset lacks diverse factors contributing to 
road accidents, which could lead to leveraging for training deep-learning models on a broad scale. 
This work seeks to give an in-depth examination of road accident databases, implementing 
machine-learning techniques, and use of Deep Learning (DL) algorithms on road accident datasets.  
This research examines the methods of Machine Learning (ML) and DL algorithms that are utilized 
in the process of creating road accident projections, as well as their relevance to the data sets that 
are being taken into consideration.  
 
Keywords: Road Accidents; Machine Learning; Deep Learning; Automobile Incidents; Accident 
Detection System. 

 
1. Introduction 

The occurrence of road traffic accidents poses a significant risk to both human life and the safety of 
the surrounding living environment. Unfortunately, road accidents have increased worldwide, with high-
way accidents having become especially prevalent in recent years. Traffic accidents lead to several losses, 
mostly the loss of human life, damage to property, and financial loss. 

In numerous developing nations with economic constraints, such as Libya, Pakistan, and Afghanistan, 
automobile collisions and road accidents have emerged as primary contributors to mortality rates, surpas-
sing the toll inflicted by armed conflicts by a factor of 2x8. According to cited sources [1], it has been ob-
served that on a daily basis, vehicular accidents result in the unfortunate loss of life for approximately 3,700 
individuals worldwide [2]. This phenomenon has a significant effect on society and the economy of each 
affected country, primarily due to the considerable impact of human lives lost and injuries incurred. 

Researchers and contributors have utilized a range of datasets to forecast road accidents. By identify-
ing the various factors that contribute to the occurrence of traffic collisions, data analysis enables the erad-
ication of significant hazards that result in accidents. The appropriate choice of a data analysis approach is 
crucial for identifying the factors contributing to accidents in a particular geographic region and accurately 
predicting future accidents' likelihood. Prior studies have highlighted different transportation and traffic 
conditions as factors associated with the occurrence of accidents. Instances of these identifiers include fac-
tors such as congested roadways, psychological parameters [3], road types, road conditions [4] and road 
segments [5]. Apart from these identifiers the condition of the automobile, rules and regulations according 
to the government and even the environmental and atmospheric characteristics play a vital role. 
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Furthermore, the available large-scale datasets suffer from limitations such as being privately maintained, 
outdated, or lacking crucial contextual information like environmental triggers (such as weather conditions 
et. c. Road accident records often include a range of inherent and contextual characteristics, confined to 
location, time, atmospheric conditions, time of hour etc. 

Forecasting future outcomes, especially in a context where autonomous vehicles are prevalent, can 
provide considerable challenges. Loop-based or other static traffic analyzers have been extensively em-
ployed in detector-based methodologies for unwanted traffic detection [6] over an extended period of time. 

The collection of datasets and the analysis of traffic accidents have presented numerous obstacles. The 
examination of road accidents datasets is primarily influenced by traditional approaches to statistical anal-
ysis centered around logistic regression, MLR, and other statistical methods as generalized ordered logistic 
regression. [7] This sector of road accident detection is also using more data-driven approaches like neural 
networks, ML, and DL. 

The objective of this work is to present a comprehensive examination of the many data sources of 
automobile incidents. The implementation of ML techniques on these data sources, and the utilization of 
deep-learning methods on road accident datasets. This research presents not only a comprehensive analy-
sis of the ML and DL techniques that were used in the construction of automobile collision prediction 
models but also an evaluation of how compatible those algorithms are with the particular data sets that 
are the focus of this research. 

The datasets referenced in this research will provide valuable assistance in the development of auto-
mated accident detection systems that utilize DL and computer vision techniques. Highway management 
systems can employ the utilization of these datasets for the purpose of identifying traffic accidents through 
the use of live video surveillance systems installed strategically across the metropolitan area, including 
important highways and highways. The technology will provide government officials and authorities the 
ability to monitor traffic accidents in real-time as they occur. 
 
2. Data Sources of Road Accidents 

Research datasets can exhibit diverse places and encompass a wide array of information, including 
practical information and raw data. The datasets covering highway crashes and road accidents are typi-
cally subject to protection by authorities or made available online through the efforts of researchers and 
individuals who have conducted experiments and collected data from various sources. Multiple sources 
of road accident statistics exist, with one particularly crucial among them being the data provided by Gov-
ernment organizations. Governmental departments are responsible for generating, collecting, and making 
the data sets accessible to the public. Government agencies encompass law enforcement, highway author-
ities and relevant agencies. Data collection is conducted by obtaining Initial Information Records from the 
Police department. The other form of data collection is done by accessing databases of Insurance compa-
nies and referring to healthcare records.  The primary devices employed for data collecting include auto-
mobile speed detection sensors and cameras. The radars and signals breaking cameras and the saved data 
they hold is also used for the cause.  The previously mentioned data are employed to inform the develop-
ment of public policies in various countries pertaining to road safety initiatives and transportation infra-
structure improvements i.e. urban roads [8]. An additional source of information is the open-access data-
base, often funded by the public as a whole, and available to all individuals without any limitations [9] 
[10]. Publicly available data refers to data that is attainable to the population as a whole through specialized 
websites that provide search and discovery connections, such as web-based applications 

Numerous scholars have conducted studies regarding the identification of road accidents by utilizing 
data obtained from various public and governmental sites and resources. This paper provides a compre-
hensive review of the datasets utilized by numerous researchers, including their respective sources, meth-
odologies and data attributes. 

The traffic data utilized by Zhao [11] encompassed information on traffic accidents. The study also as-
sociated traffic flow data upstream and downstream within a specific temporal scope. The analysis utilized 
sample data consisting of traffic-related crash dataset and associated “traffic flow state data” collected from 
interstate highway I5 in California, USA, spanning from mile 495.493 to mile 539.045. This system may be 
obtained at no cost through the URL(Universal Resource Locator) provided in Table 1. 
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In a study carried out by Mohsin [12], the primary objective was to assess the significant consequences 
of traffic accidents. The study utilized the FARAS dataset, which encompasses information pertaining to 
microcontrollers, the Global Positioning System, and a range of sensors. The dataset is used for accident 
detection and evaluation of the external characteristics of the involved automobiles.  The FARAS dataset 
comprises standardized descriptions of each reported fatal crash.  NHTSA provides this dataset and is 
available on the government's website. This data specifically pertains to the occurrence of fatal injuries 
resulting from motor vehicle traffic crashes. The dataset can be accessed through the hyperlink provided 
in Table 1. 

A vision-based approach was reported by Agarwal which made use of the traffic-Net dataset pro-
vided by the Bing Image Search API [13]. The dataset obtained from Traffic-Net comprises a total of 4,400 
photographs capturing traffic scenes, with each of the four groups containing approximately 1,100 images. 
However, the availability of road accident image databases specifically tailored to Indian traffic patterns is 
limited. Two distinct datasets were employed for the purpose of image classification, one being a standard 
set of images while the other was acquired by web surfing. The Traffic-Net dataset comprises a collection 
of traffic photographs, which have been gathered with the purpose of facilitating the training of vision-
based models. 

The dataset that was employed by Yeole [14] comprised information gathered by the Pimpri 
Chinchwad Municipal Corporation (PCMC) between 2014 and 2019. A total of 887 significant and trivial 
incidents have been documented within the specified context. The data were gathered between 2009 and 
2018. The data was collected through two expressways located in Japan, namely the Toumei Expressway 
and Syutokou Expressway. Data was obtained at regular intervals of 5 minutes, specifically at the segment 
level for each part of the highway. The data was processed through attribute selection and deep neural 
networks along with K-means was employed. 

Menendez conducted research utilizing a sensor-based dataset to generate simulations resembling 
real-life scenarios [15]. This was accomplished through the utilization of an open urban driving simulator 
known as CARLA [16]. The CARLA platform has been meticulously designed to facilitate the advance-
ment, instruction, and evaluation of self-driving systems specifically tailored for urban environments. The 
provision of open digital assets by CARLA is made possible by its freely accessible code and procedures. 
Urban layouts are one aspect of these publicly accessible web pages. The interface further includes ele-
ments like infrastructures, and automobiles. These assets have been specifically developed for CARLA and 
are available for unrestricted use. Menendez presented a methodology centered on ML for predicting and 
detecting accidents. This approach exclusively considers the data obtained from the sensors installed in 
the vehicle. In addition, the dataset encompassed various circumstances and collisions, making up a total 
of 6,308,617 records that were utilized for experimental implementation and further study. 

In 2018, Contreras devised the Maximum Sensitivity Neural Network, utilizing a dataset sourced from 
the INEGI database [17]. The database maintained by the National Institute of Statistics and Geography 
(INEGI) includes records of ground transportation accidents occurring in both urban and suburban re-
gions. The present study examines the various categories of accidents as documented in the INEGI data-
base. The following incidents are commonly observed in transportation accidents: passenger crashes, col-
lisions with an animal, collisions with a cyclist, collision with a railroad, and crash with a motorcycle. The 
first case involves a collision with a pedestrian, resulting in the individual being run over. The second 
incident involves a collision with a motor vehicle. All the elements from these use-case scenarios were 
incorporated in this dataset, with every single one of them having a separate class. 

The Decision Tree (DT) approach was utilized in the analysis of accident data from Historical North 
Dakota State, as documented[17]. The accident and incident database offer comprehensive information 
pertaining to accidents, including details regarding the place, time, environmental factors, and circum-
stances surrounding the occurrence of these incidents. The database known as the highway-rail crossing 
inventory provides comprehensive information regarding the multiple attributes associated with each 
junction. A novel dataset was constructed by employing the HRGC. The database featured comprehensive 
historical collision data pertaining to (HRGCs) in the state of North Dakota, spanning the years 1996 to 
2014. During the specified time frame, North Dakota housed a total of 5,713  (HRGC) facilities, out of 
which 354 possessed documented actual accident reports. 
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In a study, Kezebou conducted the data collection focused on Highway incident detection (HWID12) 
[19]. The Highway Data Set (HWID12) is comprised of Eleven distinct categories for highway incidents. 
This dataset holds a special class for representative traffics samples that are regarded as being undesirable. 
In contrast to currently available datasets that include a multitude of random behaviors, the proposed data 
set (HWID12) has been purposefully curated to cater to the specific objective of identifying instances 
through the utilization of cutting-edge behavior identification technology. Consequently, HWID12 exclu-
sively comprises data pertaining to incidents across various categories. 

 
Table 1. Data Sources highlighting their respective usage and significant features 

Dataset Source Features 
Traffic flow state data 495.493–
539.045 California, USA  [11] 

URL: 
http://pems.dot.ca.gov/. 

The information includes the 
495.493-539.045-mile stretch of Cali-
fornia's Interstate 5 used for the 
study. Within a specific time frame, 
the data stores upstream and down-
stream traffic flow information. 

FARAS dataset [12] URL: https://cata-
log.data.gov 
/dataset 

It provides details regarding micro-
controllers, the GPS, and sensors. 
The tangible elements of the driving 
vehicle are being described here. 

Traffic-Net Dataset 
Bing Image Search API [13] 

URL: 
https://github.com/Olafe
nwa 
Moses /Traffic-Net 
 

Open-source software and interfaces 
make up CARLA, which may be 
used to access digital assets like city 
plans, structures, automobiles, and 
autonomous driving infrastructure. 

CARLA [16] URL: https://carla.org/ CARLA is comprised of interfaces 
and open-source software that facili-
tate access to digital assets such as 
autonomous urban transportation 
systems, infrastructures, and auto-
mobiles. 

INEGI database [17] https://en.www.inegi.org.
mx 
/programas/acci-
dentes/#Tabular_data 

Accident involving a passenger au-
tomobile, bicycle, railroad, motorcy-
cle, pedestrian, etc. 

North Dakota State accident 
data [18] 

Key-search: Highway-
Rail Grade Crossing Acci-
dent Data. 
URL: https://data.trans-
portation.gov/Railroads 

The time, date, location, and atmos-
pheric conditions at the time of inci-
dents were all included in the data 
set. The database of highway-rail 
crossings includes information 
about the exact spot and traffic at 
each crossing. 

HWID12 (Highway Incidents 
Detection) [19] 

url: 
https://www.kaggle.com/
datasets 

There are 11 distinct types of high-
way incidents, and a 12th kind for in-
adequate traffic samples. 
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/landrykezebou/hwid12-
highway-incidents-detec-
tion-dataset 

2.1. Metadata  
The metadata pertaining to the aforementioned data search has been provided to offer thorough de-

tails regarding the datasets and methodologies employed in order to get the desired outcomes.  The 
metadata contains descriptive information about its contents. Furthermore, this will enhance the accessi-
bility, verification, and reusability of the aforementioned information. 

 
Table 2. Data Sources of Road Accidents and Their Features 

Dataset Preprocess Methods Novelty Results 
Traffic flow 
state data 
495.493–
539.045 Cali-
fornia, USA 
[12] 

RF, case-control 
sample analysis, 
multiparameter 
fusion clustering 
analysis 

Bayesian network 
model 

physical im-
portance of ex-
planatory factors 
for all sorts of vehi-
cle safety data 

accuracy = 
84.9%, 
Crash prediction 
60.8%, 
3.non-crash ac-
curacy = 92.3% 

FARAS da-
taset [13] 

PARAM (feature 
selection) 
=MaxDepth, K, 
Batch Size 

ML classifiers K-
NN Random Forest, 
and Gaussian Mix-
ture Model 

Improving the ac-
curacy with sever-
ity. 
a fusion model by 
an ensemble of the 
KNN and RF 

RF and KNN 
better than 
GMM. 
Correlation Co-
efficient=0.17 
Mean Absolute 
Error=0.29 

Traffic-Net Da-
taset 
Bing Image 
Search API 
[14] 

Noisy/mislabeled 
images removal. 
Image Augmenta-
tion 
Fixed Image Res-
olution. 

CNN, ResNet50, 
DenseNet, Effi-
cientNet-B1 

Specific data about 
a certain region of 
India-Mumbai. 
 

Accuracy=84%. 

Mixed traffic 
flow dataset 
from Pimpri 
Chinchwad 
Municipal 
Corporation 
(PCMC) [15] 

70% for prepara-
tion. 15% for 
Training. 15% for 
Testing. 15% for 
Validation. 

ANN New model with 
ANN and 
Comparison with 
Multiple Linear 
Regression 

Multiple regres-
sions 
Model=88% 
ANN Model 
performance= 
93% 

Carla [16] Data simulation, 
Sensor connectiv-
ity- LiDAR, IMU 
Measurement, 
GNSS 

ML Classifiers: LR, 
Linear Discrimi-
nant Analysis, NB, 
KNN, SVM, NNET, 
Ada Boost, Gradi-
ent Boosting, 
XGBoost 

ML based system 
for collision pre-
diction and detec-
tion. 

Collision detec-
tion with 99% 
accuracy 
Risk level accu-
racy =43%. 
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INEGI data-
base [17] 

Data Prepro-
cessing, weight 
Adjustments 

ANN Maximum Sensi-
tivity Neural Net-
work based tool 

Desity + Sched-
ule GE=0.001597 
Desity + Cause 
GE= 0.0011402 
Schedule + 
Cause 
GE=0.0045598 

Collision data 
of North Da-
kota State [18] 

Probability and 
decision profit 
values adjust-
ments 

DT Evaluation of 
HRGC crashes 

Accuracy event 
class=84.1% 
Accuracy none-
vent class = 
77.2% 

HWID12 
(Highway In-
cidents Detec-
tion) dataset 
[19] 

Modelling and 
dataset compari-
sons 

3D convolutional 
networks 

New dataset and 
Performance 
benchmarking 

accuracy of  
88% and 98% for 
12 and 2 class 
recognition 

Dataset from 
Shanghai Pub-
lic Security Bu-
reau [20] 

Data analysis and 
processed, R-tool. 

RF, K-fold cross val-
idation 

FLD algorithm 
and other models’ 
comparison 

FLD = 92% 

Federal Rail-
way Admin-
istration’s 
(FRA) data 
[21] 

Resampling, Bag-
ging 

Random Forest 
Decision Trees 

Comparison of 
two methods on 2 
different datasets. 

Accuracy of RF 
is 95.2% 
Accuracy of de-
cision tree is 
77.7% 

Dataset Addis 
Ababa, Ethio-
pia [22] 

Classification Hybrid K-means 
and Random Forest 

hybrid K-mean, RF 
techniques were 
devised 

accuracy of 
99.86% 

Dataset 5000 
pieces Wuhan 
Transporta-
tion Authority 
[23] 

Data Cleaning 
and Characteris-
tics labeling 

SVM, GA, 
SSA,PSO, GWO, 

Practicable model 
for traffic forecast 
problems 

SSA-Support 
Vector Machine 
> GWO- SVM, 
GA-SVM and 
PSO- SVM 

5793 Road ac-
cidents dataset 
from Abu 
Dhabi (2008-
2013) [24] 

Data Cleaning, 
deletion of invari-
ant columns & 
categorization 

ANN 2 different classifi-
cation ways were 
used. 

Predic-
tion=81.6% 
ROC curve 
(AUC)= 1.00 

Dataset sec-
tion 160 to 166 
mile of I-15 

Classification CNN TAP-CNN Prediction Accu-
racy=78.5% 
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highway in the 
US. [25] 
Traffic control 
stations data 
northern Cali-
fornia. [26] 

 
 
-Not available 

LSTM, CNN, 
Deep Traffic Flow 
CN, LSTM Traffic 
Flow 

Decentralized DL-
based method 

Successful con-
gestion predic-
tion. 

S4A, InSync, 
BlueMAC, 
NOAA, Data 
from Orlando, 
Florida [27] 

(SMOTE) LSTM-CNN, 
XGBoost, Bayesian 
LR, LSTM, 

A real-time artery 
collision risk fore-
casting model. 

Sensitivity=88% 
AUC value =0.93 

Twin Cities 
Metro  Data, 
Minnesota [28] 

SMOTE-ENN re-
moval 

LSTM, RNN, CNN Loop sensor data 
with deep abstrac-
tion using LSTM 

TP=0.71 
FP=0.25 

Dataset with 
6,750,072 ob-
servations 
Source: Multi-
ple [29] 

Data augmenta-
tion to 2-D matrix 

DCGAN 
LR, SVM ,AAN, 
CCN 

DCGAN using un-
biased data. 

Sensitivity=0,88 
and specificity = 
0.907 

Office of High-
way Safety 
Planning 
(OHSP) 
2010-2016. [30] 

SMOTE SVM, Ada-
Boost,NB,RF, an d 
LR 

Comparison of ML 
Algorithms 

RF accu-
racy=75.5% bet-
ter for predicting 

Emirate of 
Abu Dhabi 
2008-2013 [31] 

Classification 
Screening of Data 

NB, DT, SVM, 
Multi-Layer Per-
ceptron 

Model using 4 
classification 
methods 

DT (TS,10-fold-
crossV, TS) was 
81%, 73.62%, 
and 88.08%. 

2.2. Machine Learning based Road Accident Prediction Datasets 
The assessment of accident data by employing ML techniques across various scenarios allows to pin-

point important factors that influence how severe injuries are. In addition to this, it helps in the process of 
choosing appropriate input data for the generation of predictive models. Models are constructed by utiliz-
ing accident data records, enabling an understanding of many attributes such as drivers' conduct, roadway 
conditions, lighting, atmospheric circumstances, and other relevant factors. This feature enables users to 
calculate safety measures that are beneficial in preventing fatalities. Various ML methods are employed 
for the purpose of identifying and forecasting the incidence of road accidents. A few of these algorithms 
are further elaborated on in the subsequent sections. 

Mohsin [12] conducted an investigation into the significant consequences of traffic accidents, with a 
specific emphasis on analyzing the FARAS dataset. The computer vision-based ML classifiers that had the 
highest accuracy were K-Nearest Neighbors (KNN), Random Forest (RF), and (GMM). Notably, KNN and 
RF exhibited particularly promising results in the context of accident detection. When comparing the per-
formance of the Gaussian Mixture Model (GMM) with Random Forest (RF) and K-Nearest Neighbors 
(KNN), it was observed that the last two methods yielded superior results. The work done includes a fusion 
model that combines the K-Nearest Neighbors (KNN) and Random Forest (RF) algorithms. Subsequently, 
a test was conducted to showcase the consequences of this fusion approach. 

The traffic data preparation procedure in [20]utilized a dataset sourced from the Shanghai Public Se-
curity Bureau. Several studies have employed K-Cross Validation and Random Forest for model 
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prediction. Upon comparing the outcomes of several methodologies, such as FLD, RF, and Bagging deci-
sion tree with the KAPPA variables, it was evident that the FLD algorithm exhibited superior efficacy in 
crash prediction. The proper outcomes consist of a total of 95 cases. Contrary to the anticipated figure of 
1.00092, as shown by the examination results, only a single occurrence of minor accidents was detected. 

Zhou in 2020 have created a predictive model for traffic crashes occurring near rail-grade crossings 
instead of decision trees [21]. This study's primary data sources were the accident database and inventory 
data of the FRA pertaining to highway-rail crossings. The decision tree model's accuracy was 77.7%, but 
the random forest model achieved an accuracy of 95.2%. 

An insightful framework was put forth by Yassin in 2020 that helps in determining the attributes that 
contribute to the seriousness of traffic accidents [22]. A hybrid approach combining the K-means and Ran-
dom Forest (RF) methodologies was developed in order to identify the key features that exhibit the highest 
predicting capability for road accidents. The research's collection of information contained a total of 5000 
road traffic accidents, sourced from FTP archives spanning the years 2011 to 2018 in Addis Abeba, Ethiopia. 
The evaluation and findings indicated that, out of the several categorization methodologies, the proposed 
methodology demonstrated a 99.86% level of accuracy. 

Table 3. Road Accident Prediction Datasets using ML 
Dataset Name Data Source Machine learning 

Method 
Results 

FARAS dataset [12] 
 

URL : https://catalog.data. 
gov /dataset 
 

ML classifiers K-NN 
Random Forest, and 
Gaussian Mixture 
Model 

RF and KNN better 
than GMM. 
Correlation Co-
efficient=0.17 
Mean Absolute 
Error=0.29 

Shanghai Public 
Security Bureau 
database [20] 

Dataset from Shanghai 
Public Security Bureau 

Random Forest, K-
fold cross validation 

FLD = 92% 

Federal Railway 
Administration’s 
(FRA) data [21] 

Data from the database of 
FRA available online. 

Random Forest 
Decision Trees 

Accuracy of RF is 
95.2% 
Accuracy of decision 
tree is 77.7% 

Dataset Addis Ababa, 
Ethiopia [22] 

5000 road traffic accidents 
compiled from FTP 
archives from year 2011 
till 2018 

Hybrid K-means and 
Random Forest 

accuracy of 99.86% 

2.3. Deep Learning Datasets for Traffic Collision Forecasting 
DL has been extensively employed in the realm of road accident prediction, enabling proactive iden-

tification of potential incidents prior to their actual occurrence. Numerous DL techniques, such as Convo-
lutional Neural Networks (CNN), Artificial Neural Networks (ANN), Long Short-Term Memory Networks 
(LSTM),  (ARIMA), Recurrent Neural Networks (RNN), Deep Convolutional Generative Adversarial Net-
works (DCGAN), Support Vector Machines (SVM), and others, continue to be employed for the prediction 
and detection of accidents that occur on roads and highways. DL approaches require a robust dataset that 
is unbiased and encompasses diverse properties suitable for training a model. 

Yeole conducted a study utilizing the dataset from the Pimpri Chinchwad Municipal Corporation 
(PCMC) spanning the years 2014 to 2019 [14]. A total of 887 significant and minor accidents have been 
documented within the specified context. Data was distributed in three categories for model development 
and evaluation70% of the data was put to use for developing models and training. 15% for the assessment 
of performance. The model's efficacy was assessed using 15%. The model performance was 88%, whereas 
the ANN model performance was 93%. 
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In Zhong’s suggestion for a viable model addressing challenges in traffic forecasting, a total of ten 
independent parameters spanning both internal and external influences were selected. [23] The dataset in-
cludes around 5000 variables and is comprised of information regarding road accidents that were gathered 
through accident tracking database maintained by the Wuhan Transportation Authority. The methodolo-
gies employed in this study encompassed Grey Wolf Optimization (GWO), Support Vector Machines 
(SVM), Genetic Algorithm (GA),  SSA, and PSO. The computational findings indicate that the SSA-SVM 
demonstrates effective predictive performance when compared to the GWO-SVM, GA-SVM, and PSO-
SVM. 

The proposal by Alkheder [24] was that a classifier has to be utilized to forecast collisions, of which 
5973 traffic collisions took place in Abu Dhabi. The dataset encompassed the time period spanning from 
2008 to 2013. The ANN classifier was developed utilizing the WEKA software. Weka is a software appli-
cation utilized for the purpose of data mining. The model's general prediction performance for training set 
was 81.6%. The model generated 74.6% for the testing set of data. An AUC value of 0.5 was obtained for a 
test that is fully random, whereas a value of 1.00 was observed for a flawless test. 

In 2017, Wenqi et al. proposed a novel model (TAP-CNN) for forecasting road accidents. This model 
takes into account the various elements that have an impact on traffic accidents [25]. The approach utilized 
in this study was CNN, and the results demonstrated a prediction frequency of 78.5%. The dataset utilized 
in this study was obtained from the United States portion of the I-15 motorway, spanning a distance of 
around 160 to 166 miles. 
 

Table 4. Deep Learning Datasets for Traffic Collision Datasets 
Dataset Name Data Source Deep learning 

Method 
Results 

Pimpri Chinchwad 
Municipal Corporation 
(PCMC) Dataset [14] 

Mixed traffic flow dataset 
from online portal 
ofPCMC 

Artificial Neural 
Network 

Multiple regressions 
Model=88% 
ANN Model 
performance= 93% 

Wuhan Transportation 
Authority [23] 

Dataset 5000 pieces from 
WTA 
Wuhan Transportation 
Authority 

SVM, GA, SSA,PSO, 
GWO, 

SSA-Support Vector 
Machine > GWO- 
SVM, GA-SVM and 
PSO- SVM 

Road accidents dataset 
from Abu Dhabi [24] 

5793 Road accidents 
dataset from Abu Dhabi 
(2008-2013) 

Artificial Neural 
Network 

Prediction=81.6% 
ROC curve (AUC)= 
1.00 

I-15 highway in the US 
[25] 

Dataset section 160 to 166 
mile of I-15 Highway data 

Convolution Neural 
Network 

Prediction 
Accuracy=78.5% 

 
3. Road Accident Forecasting Datasets using Machine Learning and Deep Learning Algorithms 

Various subcategories of computer vision-based algorithms are currently being employed in order to 
achieve enhanced accuracy and authenticity in models. Various subcategories, such as Long Short-Term 
Memory networks (LSTMs), AdaBoost, DCGAN, XGBoost, and MLR, are employed to enhance accuracy 
in ML tasks. LSTMs, in particular, are widely utilized for the purpose of acquiring, analyzing, and catego-
rizing sequential data. Some common uses of Long Short-Term Memory (LSTM) include analyzing emo-
tions, linguistic simulation, recognition of speech, and visual evaluation. 

As a DL methodology, Fouladgar suggested the application of an actual transportation dataset ob-
tained from the Caltrans Performance Measurement System (PeMS) in the state of California. Several DL-
based techniques, including LSTM, CNN, and RMSE, were utilized in the development of the decentral-
ized approach. According to the findings, predictions of congestion turned out to be accurate. 

LSTM-CNNs were used to create a real-time roadway intersection collision prediction model [27]. 
CNN extracted the time-invariant features, while LSTM captured the long-term dependencies. Five 
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prominent models, including XGBoost, BLR, and LSTM, were created with the purpose of assessing and 
comparing their performance to that of the designed model. The dataset comprises 38 segments of arterials 
and 21 intersections, spanning a distance of one and a half miles. The greatest sensitivity of 88% was at-
tained by utilizing data from four urban arterials situated in Orlando, Florida, together with information 
from S4A, InSync, BlueMAC, and NOA. Furthermore, in comparison to alternative methodologies such as 
LSTM, CNN, XGBoost, and BLR. The suggested strategy has an AUC value of 0.93, which was the highest 
of all of the methods. 

XGBoost is a powerful machine-learning method that can improve data analysis and decision-making. 
XGBoost can be regarded as a software framework that implements gradient-boosting decision trees. Data 
scientists and researchers globally have utilized it for the purpose of enhancing their machine-learning 
models. 

In their study, Mehrannia utilized data obtained from loop detector devices installed on the Twin 
Cities Metro in Minnesota motorways. This dataset was employed to develop a novel framework. The 
employment of a Long Short-Term Memory (LSTM) based architecture was the primary approach that was 
taken throughout the course of this research project's methodology. In addition to the aforementioned sub-
methods, the Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), and Long Short-
Term Memory (LSTM) were also employed. The findings of the study indicate that the devised methodol-
ogy performed better than alternative methods under the same experimental conditions. The model had a 
true positive rate of 0.71 and False positive rate of 0.25. 

The Deep Convolutional GAN (DCGAN) is an architectural design of a generative adversarial net-
work. This approach employs several specific guidelines, notably: The suggested modification involves 
substituting pooling layers in the filter with convolutions and employing fractional-stride convolutions in 
the framework. The utilization of batch normalization in both the generator and the discriminator is em-
ployed. 

The Deep Convolutional Generative Adversarial Network (DCGAN) model was suggested to be used 
by Cai  in his research released in 2020 to fully apprehended the traffic data that contributes to accidents 
[29]. In the DCGAN framework, the input data was transformed into a two-dimensional matrix. Crash 
prediction algorithms utilized in this study encompassed the LR model, SVM, ANN, and CNN, each ap-
plied to a balanced collection of data. A comprehensive evaluation was conducted on all twelve models. 
The results suggested that DCGAN exhibited superior performance and a deeper understanding of acci-
dent prediction. The entire dataset, consisting of 6,750,072 observations, was utilized. Among these obser-
vations, there were 625 instances of collisions and 6,749,447 instances of non-collision situations. 

The ML approach, known as AdaBoost, is used in the framework of an ensemble method. The pre-
vailing estimator employed in conjunction with AdaBoost is decision trees characterized by a single level, 
indicating decision trees with a sole split. These arboreal entities are alternatively referred to as Decision 
Stumps. 

AlMalook proposed many strategies, namely Support Vector Machines (SVM), AdaBoost, Naive 
Bayes (NB), Random Forest (RF), and Logistic Regression (LR), for the purpose of comparing models in 
order to categorize the degree of seriousness of crashes taking place. The Random Forest algorithm yielded 
a highest accuracy rate of 75.5%. The accuracy of logistic regression (LR) was reported to be 74.5% by other 
researchers. The numerical value displayed by the NB was 73.1%. The AdaBoost algorithm demonstrated 
a classification accuracy of 74.5%. The data included in this study was obtained from the Office of Highway 
Safety Planning (OHSP).  The duration selected was spanning from 2010 to 2016. 

MLR, also referred to as multiple regression, is a statistical approach employed for data analysis. The 
primary objective of this methodology is to forecast the probable result by considering several factors, 
hence establishing the correlation between multiple independent variables and a single dependent varia-
ble. 

Taamneh made predictions on the severity of car crashes in Abu Dhabi [31]. The dataset utilized in 
this study spans from 2008 to 2013. The classification techniques implemented encompass decision trees, 
rule induction, naive Bayes, and multilayer perceptrons. In the case of the Decision Tree (DT) model, par-
ticularly when applied to the training set with a 10-fold crossV technique, the obtained accuracies for the 
J48 algorithm were 81%, 73.62%, and 88.08%. The accuracy scores for the PART algorithm were 81% for 
training. The 10-fold crossV had accuracy of 71.22% and test set had accuaracy of 82.18%. 
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Many other researches have been conducted for the prediction of severity of traffic crashes. The se-
verity of these crashes with parameters like weather [32], road conditions that include use of both ML as 
well as DL. [33] [34]. 

 
Table 5. Datasets in prediction of Road Accidents using Fusion of Deep Learning and Machine learning algo-

rithms 
Dataset Method Results 
Traffic control stations data northern 
California. [26] 

LSTM, CNN, 
Deep Traffic Flow CN, Traffic Flow 

Successful 
congestion 
prediction. 

S4A, InSync, BlueMAC, NOAA, Data 
from Orlando, Florida [27] 

LSTM-CNN, XGBoost, Bayesian 
LR, LSTM, 

Sensitivity=88% 
AUC value =0.93 

Twin Cities Metro  Data, Minnesota 
[28] 

LSTM, RNN, CNN TP=0.71 
FP=0.25 

Dataset with 6,750,072 observations. 
Source: Multiple [29] 

DCGAN 
LR, SVM ,AAN, CCN 

Sensitivity=0,88 and 
specificity = 0.907 

Office of Highway Safety Planning 
(OHSP) 2010-2016. [30] 

SVM, AdaBoost, NB, RF, and LR RF accuracy=75.5% 
better for predicting 

Emirate of Abu Dhabi 2008-2013 [31] NB, DT, SVM, Multi-Layer 
Perceptron 

DT (TS,10-
foldcrossV, TS) was 
81%, 73.62%, and 
88.08%. 

4. Discussion 
The choice of source of data for research of automobile accidents is determined by the type of traffic 

problem that needs to be addressed. After determining the causes of traffic mishaps and the extent to which 
each element contributed to those mishaps, the investigative methods could finally be refined. In the fu-
ture, the datasets that were discussed in this research could be utilized to train a variety of DL models. 
Over the course of the past few years, there has been an obvious lack of emphasis on the incorporation of 
spatial elements in data sets documenting occurrences of traffic on roads and highways. Hence, incorpo-
rating these attributes, training the datasets utilizing these constituents, and further developing them in 
subsequent iterations will yield significant benefits for both academic research and practical implementa-
tion. 

 
5. Conclusions 

The information collected from traffic collisions is a valuable resource that assists traffic safety pro-
grams with their analysis and preventative efforts. The use of these training programs often results in a 
decrease in the occurrence of automotive fatalities. They are utilized by a multitude of governing bodies, 
such as highway safety administrators tasked with educating the public and implementing efficacious pre-
ventive measures, authorities attempting to identify the culprits behind traffic accidents, and road safety 
researchers seeking access to reliable crash data. These entities are also responsible for formulating long-
term decisions regarding traffic safety and nationwide strategic initiatives for road and traffic safety. In 
this paper, a brief overview of the traffic data sets, their sources, links, and methodology, as well as a 
discussion of how different DL branches have merged these datasets for enhanced crash detection and 
prediction, were included. 
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