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Abstract: Lung cancer is a very harmful form of cancer that is hard to find. It happens when 
cancerous cell grow in the airways. This type of cancer can be deadly. Doctors struggle to detect and 
treat it properly. They still don't know the exact cause or cure for cancer. If cancer is found early, it 
can be treated. It causes death in both men and women, so it's important to quickly and accurately 
examine any nodules. To detect lung cancer early, different techniques have been used. Finding 
cancer early can save lives and give patients a better chance of recovery. Technology plays a 
significant part in accurately identifying cancer. Researcher have proposed different approaches 
based on their studies. In recent years, machine learning algorithms have become powerful tools for 
helping detect lung diseases. Different algorithms have been used to study medical data and find 
patterns that show lung diseases. This paper reviews the utilization of ML methods for detecting 
lung cancer. Four methods—ANN (Artificial Neural Networks), SVM(Support Vector Machines), 
KNN(k-Nearest Neighbors), and Naive Bayes—were tested to see how well they detected lung 
cancer. KNN had the highest accuracy, with an average of 98.5%. The paper also looked at different 
datasets to find the most suitable one for detecting lung cancer. After reviewing multiple papers, 
the LIDC dataset was considered the best choice for this task. This review paper will assist 
researchers in efficiently reviewing relevant literature without having to refer to numerous papers. 
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1. Introduction 

In recent times, advancements in health and medicine have brought significant changes to modern 
well-being and disease prevention strategies.[1] One of the disease is cancer, a condition characterized by 
ab-normal tissue growth in the body.[2] Cancer comes in many different forms, with over a hundred iden-
tified types.[3] Specifically, lung cancer occurs when certain cells in the lungs undergo uncontrolled 
growth. The lungs have their own natural processes, such as coughing, which help clear out mucus, foreign 
objects, and irritants from the respiratory system.[4] Alveolar macrophages, specialized immune cells, also 
play a role in expelling harmful substances from the lungs, including germs and dust particles.[5] Addi-
tionally, mucociliary clearance, where tiny hair-like structures called cilia transport mucus and trapped 
particles out of the lungs, and pulmonary circulation, which removes carbon dioxide and supplies oxygen 
to the body, contribute to the self-cleansing ability of the lungs.[6] [7] Since the Lungs are vital for breathing 
and eliminating carbon di-oxide, early detection of cancerous cell within the lungs is crucial.[8] The world 
Health Organization(WHO)plays a very important role in combating lung cancer, as It is the primary cause 
of cancer-related fatalities worldwide. Through research, advocacy, and the public health initiatives, the 
WHO aims to enhance lungs cancer surveillance, diagnosis, and treatment to reduce the overall impact of 
the disease. 
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Figure 1. Lung cancer surveillance images 

According to projections by the WHO, there were 10 million deaths from cancer and 19 million new 
cancer diagnoses in 2020. With an aging and growing population, as well as changes in lifestyle and other 
factors, these numbers are expected to continue rising in the coming years. 

Lung cancer, accounting for more than 2 million newly registered cases or approximately 12% of over-
all cancer diagnoses, is the most prevalent cancer globally. Additionally, it is the primary cause of cancer-
related fatalities, responsible for 18.2% of all cancer fatalities, with an estimated 2 million deaths attributed 
to lung cancer. According to The IARC, latest global cancer data Asia with the highest ratio of lungs cancer 
deaths as of 57% followed with Europe approximately 20%, America 14.5% and Africa 7 %. 

 

 
Figure 2. Global record of lung cancer 

Since the phases can be read incorrectly due to the tumor’s interconnected characteristics, lung cancer 
detection, and stage determination are both extremely important and challenging. There are three main 
categories for lung cancer: SCLC, LCT, and NSCLC [9]. SCLC (Small cell lung cancer) is the most severe 
and fast-growing type of lung cancer. It grows and spreads rapidly, frequently necessitating immediate 
and forceful therapy.[10] Only 15 % of lung cancer overall is NCLC. About 85.4% of lung cancer are NSCLC 
(non-small cell lung cancer) , which has a tendency to develop and disseminate more slowly than SC-lungs 
cancer 

 

 
Figure 3. NSCLC comparison. 

Options for treating NSCLC rely on a number of variables, including cancer’s stage and molecular 
traits.[11] There are numerous contemporary algorithms and ways for finding lung cancer. LDCT (Low 
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dose computed tomography), biopsies, (magnetic resonance imaging) MRI (positron emission tomogra-
phy) PET, liquid biopsy, , X-rays and bone scans among other imaging modalities. The possibility of getting 
this cancer can be increased by a number of risk factors, including age, smoking, gender, family history, 
cannabis use, radon, and air pollution.[12] 

Many scientific fields rapidly move in the direction of data-dependent methodology. In the area of 
medicine, image processing is essential because it allows healthcare professionals to analyze medical im-
ages quickly and correctly. machine learning is a form learning of system(Computers can learn without 
being expressly programmed thanks to the area of study known as machine- learning.) that enables system 
to learn from certain condition and make decisions by understand the world in relation to an idea’s priority 
in the world.[13] machine learning is a subset of artificial intelligence that employs sophisticated neural-
networks to process and learn from massive quantities of data. In order to acquire increasingly abstract 
representations of the data being examined, machine neural networks with numerous levels are used. The 
operation of the human brain are mimicked by a subgroup of machine learning systems called neural net-
works. They are made up of interconnected nodes, also known as ”neurons,” that process and send data 
by handling largely sizable, and labeled datasets.[14] machine learning algorithms are effective tools for 
medical image analysis because they can correctly recognize patterns and features in new pictures after 
being trained on a dataset of labeled images.[15] machine Learning applications for lung cancer early iden-
tification and diagnostics are becoming more popular as a result of this.[16] 

The following table presents the %age, cancer cases of lungs diagnosed in the US by stage and their 
corresponding 5-year survival rates based on data from SEER 18. 

 
Figure 4. Lung cancer cases in US. 

In this context, "localized" refers to lung cancer confined to the primary site, "regional" indicates the 
cancer has spread to regional lymph nodes, and "distant" signifies metastasized cancer. It's important to 
note that the exact %ages and survival rates are not specified in the provided information. 

The main motive of this review paper is to conduct a extensive review of existing study on the use of 
conventional ML method, specifically SVM (Support vector machine), Naive bayes, ANN (artificial neural 
networks) in combination with the K-nearest neighbors algorithm (KNN) for the detection of lungs cancer. 
The paper aims to provide valuable insights into the advantages and limitations of utilizing machine learn-
ing techniques in diagnosing lungs conditions. By analyzing this research, readers can gain a deeper un-
derstanding of the benefits and drawbacks associated with the implementation of machine learning tech-
niques in the analysis of lung-related conditions. The purpose of review papers is to give a concise and 
thorough overview of relevant studies in the field, allowing researchers to save time and effort by accessing 
a consolidated resource rather than having to refer to many different papers. 
 
2. Materials and Methods  

The main goal of conducting this systematic literature review was to identify and classify the most 
effective methods for lung cancer detection using machine learning. Systematic literature reviews entail 
acquiring and assessing existing studies using predetermined rating criteria. These reviews aid in deter-
mining the current state of knowledge and findings in a certain field. After the systematic literature review 
is done, all data gathered from primary sources is arranged and analyzed. This method produces a more 
cohesive, sensible, and dependable response to the research question at hand. Researchers can get mean-
ingful insights and develop well-supported findings by analyzing and synthesizing current literature in a 
systematic manner. The methodical methodology of a systematic literature review improves the validity 
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and dependability of study findings, laying a solid foundation for decision-making and future research in 
the field. 

 

 
Figure 5. Flow chart of the paper 

2.1 Research Objective 
This article's main goal is to evaluate the improvements and advances made in lung disease diagnosis 

by applying machine learning techniques. Different approaches have developed and evolved throughout 
time. This paper examines recent developments in the field of lung disease detection research and high-
lights the progress made in these approaches. The paper offers a comprehensive overview of the real-world 
use of machine learning models for lung disease identification. 
2.2 Research Questions 

Here are questions which will cover in this review paper 
o Best Machine learning technique in term of Accuracy? 

o Best dataset available free? 
2.3 Selection Criteria 

The identification and selection of research articles that align with our research objective of lungs dis-
ease detection using machine learning methodologies is crucial for our analysis. Fig 1 provides the inclu-
sion and exclusion criteria for this article, which facilitate the selection process. By applying these criteria, 
we can effectively analyze specific research articles that meet our requirements. This ensures that we focus 
on relevant studies and gather the most appropriate information for our research analysis. 

 
Figure 6. Prisma flow diagram of paper. 

Our search identified 161 papers. Total of 60% of our papers are downloaded from Google Scholar, 
14% from IEEE Explore, 2% from IJSAB, 12% from Science Direct, 6% from JCBI, 5% from Springer, 1% 
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from Royal Society Publications. 1 paper was screened out due to duplicate download. 9 did not fulfil 
inclusion criteria based on title. To verify the calibre of the work, We checked the reputation of the journal 
where the chosen paper was published and looked at how many times it has been cited. According to this 
filter, we removed another 9 papers from included papers. Then next it’s time for screening, we have total 
of 142 papers left behind. After screening we study out the abstracts of 142 papers, out of 142 papers 40 
was removed due to abstract mismatch from our study. When writing a review paper, it is common to 
prioritize recent and current research. Older papers are often given less importance or excluded altogether. 
The decision to remove papers based on their age depends on the specific requirements and scope of the 
review. Typically, the goal is to include research released in recent years to ensure review reflects the latest 
findings and advancements in the field. We removed 21 papers out of 102 according to filter based upon 
recency. After that we have 81 papers left for further studies and classification. We removed further 4 pa-
pers due to no imaging was used in research papers. When writing a review paper, it is common practice 
to exclude papers that do not provide significant or satisfactory results. The goal is to select papers that 
contribute important insights or outcomes to the field of study. If a paper lacks proper outcomes or fails to 
make a significant contribution, it may be considered less relevant and not included in the review. We 
removed 12 papers on this base. Every study accounts for the size of the dataset that was used. We remove 
another 10 papers due to ensure the inclusion of studies that offer more extensive and reliable results, 
research papers with small or insufficient dataset sizes may be excluded from the review. Finally we have 
47 papers left behind to study and produce the effective results. 
 
3. Search String 

Criterion 1: 
To identify relevant articles, the search query includes keywords related to lungs diseases and ma-

chine learning methodologies. The search query used is as follows: 
("lungs disease" OR "lungs disease classification" OR "disease lungs" OR "lungs disease detection" OR 

"lungs disorder" OR "lungs care" OR "lungs infection") AND ("machine learning" OR "support vector ma-
chine" OR "svm") 

Criterion 2: 
Another search query is used to broaden the scope and capture articles related to lungs disorders and 

machine learning methodologies. The query is as follows: 
("lungs" OR "lungs disorder" OR "lungs diagnose" OR "Pulmonary disease" OR "Pulmonary disease abnor-
mality" OR "Pulmonary disease disorder" OR "Respiratory system disease" "Respiratory system disease 
abnormality") AND ("machine network" OR "dnn" OR "ml") 

These criteria are applied to identify articles that focus on lungs diseases, lungs disorders, and their 
detection. 
3.1 ML Techniques 

The goal of the field of machine learning, or ML, is to teach computers how to learn and anticipate 
things without having to be explicitly programmed. It entails creating algorithms and models for data 
analysis, pattern recognition, and decision- or prediction-making based on that information. We examined 
SVM Naive Bayes, ANN, KNN, and other four machine learning algorithms in the framework of our re-
view study. Every one of these algorithms takes a different approach to learning and predicting outcomes. 
We may use machine learning to obtain insights and deepen our understanding by utilizing these algo-
rithms in our study. 
3.2 SVM 

SVM (Support Vector Machine) is a supervised learning technique type for classification analysis. It 
is particularly useful for datasets that are not easily separated in a linear manner, as it helps to minimize 
the mis-classification rat. In SVM, goal finding the point that is the minimum distance away from the classes 
and maximize the distance.[17] Figure 2 illustrates the design of SVM, where the Green and pink images 
represent distinct classes that are separated by a hyperplane. The margin and support vectors are associ-
ated with this separation, which play important roles in SVM, are appropriately labeled below. 
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Figure 7. Key structure of SVM 

3.3 ANN 
The computer technique known as an artificial neural network, or ANN, is made up of networked 

processing units called neurons. When it comes to arranging information in response to outside inputs, 
these neurons are essential. There are two primary stages to utilizing ANNs: testing and training. 

An ANN is taught to categorize fresh input using the patterns it has discovered from past data during 
the learning phase. During the testing phase, the network receives an input signal, processes it, and outputs 
the result. The study and calculation of the network produced this output. 

ANN techniques have demonstrated their worth in a number of healthcare domains. They have been 
effectively used to the diagnosis and prognosis of lung cancer, breast cancer, and other illnesses. 
3.4 Naive Bayes 

The Naive Bayes algorithm employs the Bayes theorem as a classification technique. It makes the as-
sumption that a dataset's characteristics are unrelated to one another. This implies that the presence or 
absence of one trait has no bearing on the presence or absence of another. 

 
Figure 8. X data & class probability connection. 

The Naive Bayes algorithm employs Bayes' theorem as a classification technique. This makes the as-
sumption that the features of the dataset are unrelated to each other. This implies that the presence or 
absence of one quality has no effect on the presence or absence of the other. 
3.5 KNN 

K-Nearest Neighbors, or KNN, is an acronym for a well-liked machine learning method that is used 
to predict and categorize data. To locate related data points within a given collection is how it operates. 
The number of nearby points to consider while forming a forecast is represented by the variable "K". The 
algorithm looks at the K nearest neighbors based on similarity when a new data point is supplied, and it 
gives a label depending on what the majority of those neighbors are. 

KNN's simplicity is one of its benefits. It may be applied to a variety of issues and makes no assump-
tions about the data. It can easily handle noisy data and manage several classes. Despite this, KNN may be 
costly and sluggish, particularly when dealing with big data sets. The choice of K is also important and can 
affect the performance of the algorithm. It is recommended to scale the features to ensure fairness. Overall, 
KNN is a versatile and easy-to-understand algorithm for classification tasks, providing a good balance 
between simplicity and accuracy.  
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Figure 9. KNN model. 

 
Table 1. Models with good accuracies

 
Table 2. Average accuracies of models 

 
 

4. Discussion 
The use of machine learning algorithms for lung cancer early detection is the main topic of discussion 

in this review study. Early detection of lung cancer is a significant challenge and is associated with signif-
icant risk. The research underscores the significance of prompt identification, given its substantial influence 
on treatment results and patient survival rates. 

With an emphasis on lung cancer specifically, the paper emphasizes the importance of machine learn-
ing algorithms in assisting in the diagnosis of lung disorders. The efficacy of four machine learning tech-
niques—Artificial Neural Networks (ANN), Support Vector Machines (SVM), k-Nearest Neighbors 
(KNN), and Naive Bayes—in the identification of lung cancer was assessed. With an average accuracy rate 
of 98.5%, KNN showed the greatest accuracy among these techniques.  

The paper also covers the significance of datasets for machine learning model evaluation and training 
in the context of lung cancer diagnosis. After a number of datasets from different articles were examined, 
it was determined that the LIDC dataset was best suited for this objective. The LIDC dataset offers a thor-
ough compilation of imaging data related to lung cancer, facilitating the development and testing of precise 
and dependable models by researchers. 
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The limits and difficulties in the realm of lung cancer detection are also acknowledged in the debate. 
The precise etiology and full therapy of lung cancer are still unknown, despite the progress made in ma-
chine learning techniques. To improve the precision and application of machine learning algorithms in 
early lung cancer detection, more study is required. 

This review study concludes by highlighting the promise of machine learning methods, especially 
KNN, in the early identification of lung cancer. The efficiency and dependability of these methods are 
further enhanced by the use of the LIDC dataset. The review's conclusions support current efforts to en-
hance lung cancer detection techniques and can direct further research in this crucial field.  
 
5. Data Set 

Many computer-based methods have been proposed for diagnosing lung cancer. To accurately eval-
uate their diagnostic performance and ensure reliable results, it is crucial to have access to a consistent and 
trustworthy dataset of cancer images. This section we will discuss and Examine the real-world datasets 
utilized to evaluate how well these suggested methods work. for detecting lung cancer. Understanding the 
characteristics and key information about these datasets is essential for industry professionals and scholars. 

Table 3. Accuracies on different data sets

 
 
6. Review Analysis 

They [39] combine image processing techniques with biomedical methods and data analysis to im-
prove accuracy and precisely and early detection of lung cancer. They process the Competed Tomography 
scan images of the lungs, identify the important areas, and separate them. The Random Forest method is 
used to identify unique characteristics, while the SURF algorithm extracts The features extracted from en-
hanced images include entropy, correlation, power, and variance. These features are used for classifying 
the images into safe or cancerous categories. The dataset comprises CT scan images, and the SVM method 
and random forest algorithm are employed for the entire process. The SVM method achieves the better 
results, with an overall effectiveness of 94%, sensitivity of 74%, recall of 67%, and specificity of 78% 

Nidhi research done in 2019 [40] introduced an self-operating system to detect cancer in lungs in its 
early stages. They utilized CT scan images from the CIAD in the format of D-ICOM. These format images 
underwent pre-processing, including techniques like Smoothening, Median Filtering, and Contrast Ad-
justment,, to enhance image quality & reduce noise. To segment the images, After converting the images 
into binary format, morphological opening operations were performed on them. In the feature extraction 
process, important attributes such as We assessed the size, perimeter, and eccentricity (roundness). A su-
pervised learning classifier called SVM was used to classify the image as either Depending on these char-
acteristics, normal or abnormal. According to the authors, the proposed methodology accurately detects 
cancer in the early stages. 

In their study, Boban et al. [41] utilized machine learning algorithms to analyze 400 lung disease vid-
eos, specifically employing the MLP, KNN and SVM classifiers, with a focus on CT scan images. Evaluation 
of the classifiers' effectiveness after extracting features and comparing their accuracy. To eliminate irrele-
vant content from CT scan images, the GLCM was employed to select the most significant attribute. The 
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MLP classifier achieved 98% accuracy, SVM achieved 70.45% accuracy, and KNN achieved 99.2% accuracy 
in the classification process. 

Maleki et al. [42] developed a technique called k-Nearest Neighbors, where they utilized a genetic 
algorithm to effectively select features, decrease the size of the dataset and accelerate the classifier. They 
conducted experiments to determine the optimal value of k, which improved the accuracy of given algo-
rithm. after applying to a database for lung cancer, the proposed solution achieved 100% accuracy. 

In their work, Banerjee the researcher[43] give a infrastructure for tumor detection, employing ANN, 
SVM and random forests as ML algorithms. The study revealed that artificial neural networks performed 
better in terms of Both area and texture-dependent characteristics were considered in the analysis.. When 
evaluating the accuracy of the suggested model, It was noticed that the accuracy of the model increased, 
but at the same time, the recall decreased. For region-based features, the accuracy for Random Forest, SVM, 
and ANN was 79%, 86%, and 92%, respectively. The achieved accuracy for texture-based features was 70% 
for Random Forest, 80% for SVM, and 96% for ANN. 

In 2019, Ibrahim M. Nasser [46] presented a method for detecting the presence or absence of lung 
cancer using Artificial Neural Networks (ANN). The symptoms of the disease were utilized for diagnosis. 
The dataset used in the study is described in the table. About 97% of the time, the ANN model correctly 
predicted the existence of lung cancer. Additionally, after 1,418,105 training iterations, the model had a 
training error rate of less than 1%. The analysis indicated that "Age" was the factor that had the most sig-
nificant impact on the results. 

Lakshmanaprabu [47] developed a classification model for CT images based on an Optimal Deep 
Neural Network (ODNN) and Linear Discriminant Analysis (LDA). The model is designed to classify lung 
nodules, and prediction of lung cancer uses the Modified in Gravitational Search to optimise. The experi-
mental analysis utilized a standard CT database consisting of fifty low dosage lung cancer computed to-
mography images. The developed algorithm was compared with other models already in use such as K-
Nearest Neighbors (KNN), Support Vector Machine (SVM) and others. According to the experimental find-
ings, the constructed model performed the best with an accuracy of about 95%, sensitivity of 96% and 
specificity of 94%. 
 
7. Conclusion 

To sum up, the purpose of this review study was to investigate the use of machine learning in the 
identification of lung cancer. The efficacy of four methods—Artificial Neural Networks (ANN), Support 
Vector Machines (SVM), KNN (k-Nearest Neighbors), and Naive Bayes—was assessed in this field. KNN 
outperformed the others in terms of precision, with an average precision rate of 98.5%. 

To find the best dataset for lung cancer detection, a thorough analysis of other datasets was also car-
ried out. The best alternative for this purpose was found to be the LIDC dataset after a number of studies 
were analyzed.These results demonstrate the potential of machine learning techniques to aid in the diag-
nosis of lung cancer, with the KNN demonstrating particularly encouraging outcomes. Furthermore, the 
LIDC dataset may be used to improve the detection systems' accuracy and dependability. All things con-
sidered, this review offers insightful information about the use of machine learning to the detection of lung 
cancer, suggesting possible directions for further study and advancement in this important area. 
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