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________________________________________________________________________________________________________ 
Abstract: The electrocardiogram (ECG) is crucial to monitor cardiac health, especially since its signal 
is the most important diagnostic tools to help in the detection of heart disease. ECG interpretation 
has largely been confined to manual analysis, which suffers from constraints such as expert availa-
bility in underserved areas, and diagnostic errors. Addressing these issues underwent research via 
machine learning through the fusion of ECG data for improved heartbeat classification. This study 
presents a novel approach that incorporates a Support Vector Machine (SVM) with Random Forest 
(RF), Logistic Regression (LR), Decision Tree (DT) models in a comprehensive method designed to 
classify heartbeats into normal, abnormal and COVID-19 affected. The individual performance of 
Decision Tree, Logistic Regression, Random Forest and Support Vector Machine models are evalu-
ated on ECG image dataset. The respective accuracy rates were 77%, 82%, 78%, and 83%. The SVM 
model produced a superior accuracy of 84%. This comparative analysis thus identifies the potential 
for SVM model to the empower ECG signal interpretation and take the clinical depart towards re-
mote diagnostics while ensuring early detection of cardiac anomalies. 
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1. Introduction 

Identification of abnormal electrocardiogram (ECG) patterns is of critical importance in early detec-
tion and management of cardiovascular diseases (CVDs), the leading cause of mortality worldwide [1]. 
The ECG is an important modality for assessing heart health, providing information about the electrical 
activity of the heart. Nevertheless, traditional methods of ECG analysis, which included manual interpre-
tation by trained clinicians as well as automatic classification by algorithms, have generally been limited 
by low accuracy, consistency, and computational efficiency[2]. Because of its complex waveform morphol-
ogy, inter-patient variability, and susceptibility to noise and artifacts, ECG signals have been a difficult and 
noisy signal that has often proven resistant to the best efforts of engineers and computer algorithms [3]. In 
response to the COVID-19 pandemic, there was an emergent need for advanced diagnostic assays that 
could differentiate abnormal from normal ECGs with demonstrated precision [1]. It was specifically inves-
tigated if the state-of-the-art discrimination capacity of SVM could be used in identifying intricate patterns 
inherent in ECG signals. A primary objective of this investigation was to set a bar for use of machine learn-
ing in cardiac diagnostic testing, with a view to such tools providing solutions for early detection and 
faithful monitoring of the stage of pathogenesis of Cardiovascular Diseases (CVD) [4]. In order to revolu-
tionize ECG signal classification, to yield a scalable, accurate and efficient diagnostic model that could 
fundamentally transform the early-stage detection and longitudinal assessment of CVDs, further work is 
now required, towards investigating the generalization capabilities of RF, LR and DT models in a signifi-
cantly broader manner, and their systematic comparison in ECG signal classification, building on the the-
oretical basis, algorithmic development, and comprehensive validation of the SVM model we have detailed 
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in this paper, and the critical comparison with the performance of the RF, LR and DT models presented 
earlier in this section [5]. A ECG signal waveform is shown in figure 1 below. 

 
Figure 1. ECG signal waveform 

 
2. Literature Review 

Denoising ECG signals with the use of CNN, ANN, and DNN has seen a vast improvement in solving 
the challenges presented by way of noisy ECG signals. [6] have revealed the algorithm for noise reduction, 
which has garnered high accuracies in its attempt to preserve the integrity of ECG signals, thanks to the 
machine learning model, flexible filters and decomposition of the signal itself. 

Detecting the abnormal events in an ECG signal that correspond to arrhythmia is also a critical aspect 
of the phenomenon of arrhythmia. (Wang et al., 2023) have made extensive efforts to diagnose the types of 
(different) arrhythmias. The machine learning model for diagnosing arrhythmia with the use of ICA, for 
instance, has been combined with CART, RF, KNN, and ANN and has undoubtedly paved the way in 
matching the computational costs with the actual diagnosis -to a tune of fast and dependable diagnosis of 
arrhythmia in real-time[8]. 

ECG classification have been remarkably advanced by exploiting deep learning technologies as dis-
cussed by [9]. The deployment of DNNs, CNNs, and hybrid models have made it feasible to distinguish 
between various arrhythmia types with unprecedented accuracy [10]. An exemplary technique is the usage 
of continuous wavelet transform (CWT) and CNNs, for both feature extraction and classification, reflecting 
the ability to carry out very accurate ECG signal analysis. [11] 

[12] however, also underscore a big stride toward making ECG signal analysis even more reliable as 
they put forward the potential of ensemble learning algorithms for further boosting classification accuracy 
and robustness. These ensemble learning methods that exploit multiple ML and DL models (e.g., bagging, 
boosting, stacking) complement the power that many have individually shown in outclassing the capabil-
ities of separate algorithms, as they endeavour to handle the most complex ECG classification tasks [13]. 

Research gaps, however, still exist as evidenced by the comparison analysis of ML techniques in ECG 
data classification and a deeper understanding of the distinguishing characteristics of physiological sys-
tems as distinct from artificial ones in advancing classification methods and feature extraction techniques 
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is needed. This realization is is key to the development of more refined and accurate ECG analysis systems 
[2] 

In conclusion, the convergence of ML, DL and ensemble learning techniques in ECG signal analysis 
opens a new frontier to significant enhancements in heart disease diagnosis [11]. Future research should 
seek in the same vein as to further exploit these synergies to bring forth more precise, efficient and reliable 
ECG analysis systems. 
 
3. Materials and Methods 

This section describes the overview of the complete methodology of this research study. The meth-
odology comprises a number of knowledge discovery and data mining steps, which includes dataset col-
lection, preprocessing, features extraction and classification, model tuning and evaluation. Complete meth-
odology diagram of our proposed model is presented in Figure 2.  

 
Figure 2. Methodology diagram of our proposed model 

3.1 Dataset Description 
The study employed the ECG images dataset from Kaggle, collated by Khan et al. This dataset con-

tains ECG images of patients with cardiac and COVID-19 illness. It encompasses 250 images of COVID-19 
patients, 859 of normal heartbeats and 548 of non-normal heartbeats for probing their potential diagnostic 
values for COVID-19 and cardiovascular disorders, respectively.  

Table 1. Dataset Description 

Class No. of Images 

Normal HB 859 
Abnormal HB 250 

COVID-19 Patients HB 548 

3.2. Preprocessing 
The ECG images underwent several preprocessing steps to prepare them for analysis which include 

image resizing and reshaping: All images were resized to 224×224 pixels using nearest-neighbor interpola-
tion, such that the original signals would in turn remain unaltered. First and foremost, this would ensure 
uniformity among the images, providing compatibility with the neural network input layer and minimiz-
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ing the loss of data. It also avoids excessively large matrix sizes that would decrease computational effi-
ciency. Normalization: Pixel values across the images were normalized such that they would fall within 
the range [0,1]. These bounded values accelerated convergence during training as a result. Data Augmen-
tation: Data augmentation strategies such as rotation, zoom, and horizontal flipping were implemented to 
address both overfitting as well as to help the model better generalize to newer data. The sample prepro-
cessed ECG images are shown in Figure 3. 

 
 

 
Figure 3. The sample preprocessed ECG images 

 
3.3. Machine Learning Models 

Four supervised machine learning algorithms were considered in this study: Decision Tree (DT), mul-
tinomial Logistic Regression (LR), Random Forest (RF), and Support Vector Machine (SVM). Each algo-
rithm was selected from the point of view of how it handled a classification problem which allows a rather 
comprehensive understanding of how these classifications approaches are applied to ECG signal classifi-
cation. Decision Trees (DT): A decision tree maps data items to a class label from which a decision can be 
made. These are particularly suited to classification as they allow the resultant to be explained in terms of 
binary features. These can be used to binary classification or multi-classification. Logistic Regression (LR): 
A statistical model that estimates probabilities using a logistic function; it was built for binary classification 
and extended to multi-class classification using the one-vs-rest scheme. Random Forest (RF): An ensemble 
of decision trees; designed to improve classification through bagging and feature randomness. Support 
Vector Machine (SVM): A powerful classifier that attempts to find an optimal hyper-plane that tries to best 
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separate the two classes in feature space. It was used with the radial basis function (RBF) kernel to allow 
for non-linear data. 
3.3.1. Hyperparameter Tuning 

Hyperparameter tuning was carried out in order to optimise the model performance. Grid search was 
used, evaluating a range of values for key parameters: 
· DT: Maximum depth of the tree, minimum samples split and minimum samples leaf 
· LR: Regularization strength and type of solver 
· RF: Number of trees, maximum depth, minimum samples split 
· SVM: C (regularization parameter), gamma (kernel coefficient) 
3.3.2. Training and Evaluation 

To evaluate the performance of the models, the dataset was divided in to training (80%) and testing 
(20%) sets. Models were trained on the training set and their accuracy, precision, recall, and F1 score was 
calculated based on their performance on the test set. These evaluation metrics give a comprehensive un-
derstanding of the strengths and weaknesses of the model in classifying the ECG images into their respec-
tive categories. 
 
4. Results and Discussion 

The evaluation of the machine learning models on the ECG dataset yielded the following results, 
summarized in Table 2, and illustrated in the accompanying accuracy graph. 

Table 2. Comparison of Machine Learning Model Results 

Models Accuracy (%) Training Time (sec) 
Decision Tree 77 41.4024 0.028162 

Logistic Regression 82 101.072 0.07035 
Random Forest 78 26.8203 0.102554 

SVM 83 102.974 15.8303 

The overall performance graph of the four machine learning classifiers is shown below in the Figure 
4. The graph illustrates the accuracy of each model. This shows that the Support Vector Machine (SVM) 
model is the most accurate with the accuracy of 83%. While Logistic Regression (LR) and Random Forest 
(RF) are at cascade by 82% and 78% respectively. The accuracy of Decision Tree (DT) is 77%. 

 
Figure 4. Performance Graph of Four Machine Learning Classifiers 

Support Vector Machine (SVM) model yielded maximum accuracy among the models evaluated, in-
dicating its efficacy in classifying ECG signals into normal, abnormal, and COVID-19 afflicted categories. 
Logistic Regression model also yielded a good performance, making it another alternative for ECG signal 
classification. Decision Tree and Random Forest models exhibited slightly lesser accuracy compared to the 
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previous two models, with the tradeoff of interpretability and computational efficiency for their use in 
applications. 

The training and prediction times varied across models, where the Decision Tree model was the fast-
est for both training and prediction. This is inherent to the tradeoff between accuracy and computational 
efficiency when using different models in real-world applications. The superior accuracy of the SVM 
model, however, could enrich ECG based heart disease diagnosis that could potentially, 

The following table compares this proposed study’s Support Vector Machine (SVM) model’s accuracy 
to that of previous studies´. The table shows how much each of these different works have advanced the 
state of the art in ECG signal classification through machine learning. 

Table 3. Comparison With Other State-of-The-Art Techniques 

Reference Technique Accuracy 
(%) 

[14] CNN 71 

[15] CNN 62 

[16] NB 82 

Proposed Study SVM 83 

On comparison, the SVM model in the present work displayed remarkable classification accuracy in 
the ECG signal classification that is quite at par with the machine learning and deep learning techniques 
available in literature. Especially aforesaid performance of SVM matches the maximum accuracy contrib-
uted as micro-average by the technique among all the previous studies. It can be concluded that SVM still 
provides robust and efficient model in ECG signal classification. It also indicates interest and importance 
to develop such machine learning models that can plausibly convert the ECG data to become certified and 
reliable towards improved diagnosis of heart diseases. 
 
5. Conclusion 

In this study, a comprehensive comparative analysis has been presented to classify the ECG signals 
as normal, abnormal, and COVID-19 affected through various ML models. The evaluated models (i.e., De-
cision Tree, Logistic Regression, Random Forest, and Support Vector Machine) showed that the SVM out-
performed the other models with 83% accuracy and thus has the capability to improve the ECG based heart 
disease detection accuracy. In addition, the SVM has been compared with the related previous techniques, 
which confirmed that the proposed SVM has a distinctive effectiveness, and competitiveness over the ex-
isting ECG signal classification techniques. 

The research showcases the critical role of machine learning in addressing the challenges of traditional 
ECG analysis, which include errors in manual interpretation and the need for an expert, especially in un-
derserved areas. In doing so, it contributes to a broader movement that is bringing advanced computational 
methods to cardiac diagnostics, which is likely to result in far more accurate, efficient and available heart 
disease detection. 
5.1 Future Work 

While the current study provides valuable insights into the application of machine learning for ECG 
signal classification, some future directions are applications of ensemble learning and deep learning tech-
niques.   
Data Availability: The dataset will be provided on demand for research study.  
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