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Abstract: Food plays a crucial role in human life since it completes the human body's vital nutrients, 
vitamins, minerals, and antioxidants. Phoenix Dactylifera L is one of several food items that are 
grown in the farming sector. Phoenix dactylifera L., is also known as "date fruit" was a blooming 
species of plant in the palm family. The main objective of this experimental process is to identify a 
technique for classifying the categories of date fruits using Machine Vision (MV) methodology. 
There are different categories of date fruit, and every category has its own importance. In this study, 
we were collected six different varieties of date fruit namely: Fard, Gulistan, Hussaini, Mozawati, 
Shakar, and Chohara. These data sets were captured with a digital camera on a bright day without 
any necessary tools or a lab. A total of 43 statistical features were examined for each date fruit's 
image in the interest of region (IOR) using three different statistical features, namely: Binary, Histo-
gram, and Texture. The 10-K fold cross-validation method was applied to several classifiers. The 
instance-based K-Nearest Neighbor (IB-KNN) classifier achieved the best overall accuracy result 
(OAR) of 97%. 
 
Keywords: Date Fruit Data; Feature Optimizing; Classification Process; Machine Vision.  

1. Introduction 
Fruits are the greatest source of antioxidants, fact-checked nutrients, vitamins and minerals [1]. Farm-

ing and agriculture are the largest areas where different categories of food items are cultivated around the 
world [2]. Due to the growing population, agriculture plays an extremely beneficial role in the provision 
of food. In Pakistan, the farming and agriculture sectors were the most important pillars of economic de-
velopment [3].  Pakistan is a developing country where most of the population is directly or indirectly 
dependent on agriculture and farming [4]. In Pakistan, 67.2% of women and 30.2% of men work in the 
agricultural sector, which plays an important role in the country's development  [5]. In the agricultural 
sector of Pakistan, different vegetable and fruit items are one of the most important sectors for fulfilling 
food requirements [6]. Many fruits are cultivated in Asian countries, and Phoenix dactylifera L. is one of 
them [7]. Phoenix dactylifera L. is also known as "date fruit". Date fruits are the most important food item 
in the world. In Pakistan, a number of varieties of date-fruit orchard farms are cultivated, especially during 
the date-fruit season. Furthermore, the area devoted to date fruit orchards has increased by 3.1 percent, 
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while Pakistan's GDP has increased by 0.6 percent in the Financial-Year-Survey 2021 (FYS-2021) [5]. In 
Pakistan, numerous varieties of date fruits are grown in Sindh, Punjab, Balochistan, and Khyber Pakh-
tunkhwa (KPK), among other areas [8].    

Pakistan is a cultivated and fertile land with different categories of plants, seeds, fruits, and crops. 
The anticipated yearly production of date fruit in Pakistan is 540,000 to 640,000 metric tons, with the fol-
lowing distribution: 57.3% in Sindh, 33.4% in Balochistan, 7.0% in Punjab, and 2.3% in KPK [9]. The most 
energizing and nutrient-dense food is the date fruit, which also contains lipids, proteins, and other nutri-
ents, including vitamins and minerals. To meet the increasing demand for fruits from the public, a suffi-
cient quantity of fruits should be made available in the fruit market. For research studies on food processing, 
it is crucial to identify the many types of date fruits [10]. Different varieties of date-fruit, including Aseel, 
Basra, Chohara, Fard, Gulistan, Hussaini, Kanri Wala, Mitha, Mozawati, Pimaza, Shakar, Sherin, Zard, and 
others, are farmed in Pakistan [11]. Pakistan is the biggest exporter around the world of food items and 
generates millions of dollars as revenue, according to the report (FYS-2021) [5]. Different varieties of date 
fruits were identified using domain expertise and field research methods. These procedures are expensive, 
fruitless, and time-consuming. The date fruit has unique properties in terms of area and color, compared 
to other edible fruits. The average diameter and length of date fruits are 2.1–6.2 cm (in height) and 1.3–4.6 
cm (in diameter), respectively [12]. Due to the variety of date fruits, it can be challenging to determine the 
correct type by looking at it with open eyes [13].  

Researchers have been working on different groups of date fruits based on their production and de-
mand. This research study was designed to create a progressive automated system that can distinguish 
between different date-fruit types based on their plotted areas of characteristics. Date fruits come in a large 
number of types, but the six varieties that have been chosen are the most consumed and popular [9]. In this 
study, it was suggested that the following six date fruit varieties be identified: Fard, Gulistan, Hussaini, 
Mozawati, Shakar, and Chohara. Its varied characteristics, including geometry, shape, texture, and size, 
allow for the most accurate identification of a date fruit. Therefore, we outline a novel method for classify-
ing different types of date fruit. (i) First, the date fruit images dataset are pre-processed to evaluate it fur-
ther processing; (ii) Secondly, segmentation of threshold clustering (STC) technique is employed for elim-
inating the fore and background of image; (iii) Third, evaluate the statistical feature dataset; (iv) Finally, 
the optimized feature datasets were observed and deploying different MV classifiers. In the end, we eval-
uate a better accuracy result. The main objectives of our research study are as follows: 
• The experimental processes develop a date fruit identification framework by using the MV technique 

based on statistical features. 
• Due to the different characteristics of date fruit, a rigorous evaluation process is required. This frame-

work was examined using date fruit image datasets.  
2. Literature Review 

Date fruits are grown a numerous variety all over the world, and different researchers have worked 
on classifying vegetables and other foods using computer vision [14]. Producing the high-quality of food 
and managing the agriculture system were both significantly impacted by the early development of food 
identification technology [15]. The primary components of plants were employed in the categorization 
process on the leaf. It is examined the more work in [16], the authors discussed a cell-based application for 
classifying plant kinds by analyzing a plant's leaf characteristics. A different experiment was suggested in 
[17] which the researchers properly distinguish the sugarcane and cotton varieties using multispectral ra-
diometer data with a result accuracy of 98%. In [18], the researchers used 12 different leaf traits to investi-
gate 32 cultivars, with a 90% accuracy rate as a result.  
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Hussain et al. [19] described an approach that makes use of deep convolution neural networks 
(DCNN). The accuracy of the results is 99% overall. In [20], the experimental approach included five dif-
ferent wheat varieties and two kinds of temporal variants. For classification, the dataset relies on photog-
raphy and radiometry. The accuracy results are 93.14% and 96%, respectively. Jana et al. [21], devised a 
method to recognize different fruit groups by utilizing the texture and grey level co-occurrence matrix 
(GLCM) characteristics. A Support Vector Machine (SVM) classifier is used during the experimental pro-
cess. A novel based feature is used in this work [22], which assesses the color and shape characteristics. An 
artificial neural network (ANN) was used to classify the eight different kinds of pepper seeds, and an ac-
curacy of 84.94% was achieved. Astuti et al. [23], describes a technique that uses an ANN in conjunction 
with an SVM classifier to perform classification. Without using a segmentation technique, the ANN 
achieves 66.7% classification accuracy.  

Roche and his fellows [24], a statistical feature-based automated method for classifying fruits and 
vegetables has been proposed. The experimental method used the K-means algorithm, but classification 
accuracy has not been mentioned. In [25], The accuracy of the fungi diseases assessed by the researchers 
using basic threshold and triangular dataset diseases of leaves was 98.60% when they looked at the differ-
ent sugar cane kinds. In [26], Citrus leaves are used to test the colored-based feature extraction. The accu-
racy result of the feature reduction strategies was 95%. In [27], Using a deep learning (DL) approach, the 
researchers assess the classification of plant features based on leaves. A recently created hybrid model that 
describes the various details of the characteristics of leaves. A study found that the categorization process 
can be improved by using DL techniques. The author presented a DL-based leaf classification method using 
a discriminative feature from a plant image. 

Hossain and his researchers [28], was discover new fruit types for the industrial sector, use the DL 
approach. The suggested method is based on the DL model's Oxford-Net and CNN. There are two different 
kinds of datasets of fruit photos utilized in experiments. Detecting the type of mango used in form and 
texture-based picture enhancement algorithms. The accuracy result was describe to following and it is re-
ported in [29], SVM technique was deployed for classification process. Attique and his authors [30], pro-
posed a novel genetic algorithm or methodology for the detection of four distinct viruses in various apple 
varieties. The classification method used an SVM classifier, and the accuracy of the results was 98.10%. 
Mohammed Faisal and his fellows [31], introduced a real-time DL and Computer Vision (CV) approach for 
the categorization of date fruit kinds and also looked at their weight and maturity level. Three subsystems, 
namely the Dates-Weight-Estimation-System (D-W-E-S), Dates-Maturity-Estimation-System (D-M-E-S), 
and Date-Type-Estimation System, form the basis of this system (D-T-E-S). For the classification process, a 
DL and SVM were employed. A greater accuracy result of 99.175% is obtained using the DTES approach. 
The following analysis of the literature concludes that more research is required before date fruit types 
may be classified using various feature-based methodologies. Therefore, we require an automated, inex-
pensive, dependable, and effective system for the kinds of date fruit variations employing the MV ap-
proach.  
3. Materials and Methods: 
3.1. Proposed Methodology 

The proposed methodology consists of the following steps: acquisition of the image dataset, prepro-
cessing of the image dataset, segmentation, and feature extraction, optimization of the feature dataset, clas-
sification, and result discussion. We found the date fruit images dataset that are the most appropriate and 
clear by taking them at a height of 2 feet above the date fruit during the experimentation procedure. We 
deployed a still based stand for fixing a camera. The date fruit images that were obtained must be improved 
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during preprocessing. The segmentation process segregated the date fruit area and removed superfluous 
surfaces and damaged components. For their texture analysis, we extracted the date fruit qualities of vari-
ous categories throughout the feature extraction process. During the feature optimization process, we were 
given the information that was most important for texture analysis, and all extra features were removed to 
create the optimized features dataset. Instances-based K Nearest Neighbor (IB-KNN) was used in the clas-
sification step to distinguish between different date fruit types. Finally, we assessed the performance of the 
classifiers. Detailing these steps is covered in the following sections. 
3.2. Acquisition of Images 

As previously mentioned, this study reflects the identification of six types of date fruits, including 
Fard, Gulistan, Hussaini, Mozawati, Shakar, and Chohara. These date fruit data sets were collected from 
two distinct farms in the Pakistani districts of Multan and Bahawalpur, and a full digital image dataset was 
collected in an open environment at the Muhammad Nawaz Sharif University of Agriculture Multan 
(MNS-UAM) in Pakistan, which had a 42° temperature between June to August and was situated at 30.1475° 
N and 71.4436° E. The 64-megapixel cell phone camera (Samsung A12) was used to capture all of the images 
[32], and date fruit are placed on white paper and a clean surface. Each date fruit variety was represented 
by 100 images in the dataset that was gathered. As a part of our testing, we discovered that taking images 
of date fruit 2.0 feet above the ground produced the clearest and most suitable results [33], which was 
shown in Figure 1. Additionally, all captured datasets were gathered in Pakistan at mid-day (12:00 P.M. to 
4:00 P.M). Finally, from the 600 image dataset, 100 of each variety of date fruit were chosen, and 10 pieces 
of date fruits were assembled in each category. As a result, for our investigation, we used a high resolution 
of 600 (100 x 6) color image datasets with an image resolution of 4190 x 3010 and a 64-bit joint photographic 
(JPG) format. As a result, the experimental procedure required images of six distinct date fruits, as seen in 
Figure 1. 

 

 
Figure 1: Setup of Image Capturing 

 
3.3. Preprocessing of Images 

The date fruit should be put on a piece of white paper for optimal results. To increase the size of these 
available images, Microsoft (MS) has also deployed image scaling tools [34]. Date fruit images were scaled 
down to 512 x 512 pixels and made into a total of 600 gray-scale images datasets [35], which is shown 
in Figure 3. For feature extraction, three non-overlapping interests of the region (IOR) with 512 x 512 pixel 
dimensions and 300 (100 x 3) IOR were gathered for each variation, as shown in Figure 4. The following 
categories of date fruit received a total evaluation of 1800 (300 x 6) IOR. We used a median filter on the 
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available image dataset to remove the noisy information [36]. In this experimental approach, software tools 
such as WEKA 3.8.1 and Computer-Vision and image-processing (CVIP) were used [37].   

 

 
 

Figure 2. Six Date Fruits Varieties (Digital Images) 
 

 
 

Figure 3. Convert Color to Gray Scale Images of 6 Date Fruit Varieties 
 

 
 

Figure 4. Create 3 Non-overlapping Interest of Region areas of Date Fruits 
 

3.4. Segmentation 
Different date fruit varieties were spread out on a white paper, and we used the segmentation of 

threshold clustering (STC) technique to extract only the right date fruits section and remove the unneces-
sary area. With the use of preprocessing classes, image retrieval has improved. This section provides details 
of the suggested procedure, which is based on different steps. Image segmentation has been carried out 
using a newly segmentation technique known as STC, which is introduced in Algorithm 1. The three levels 
of this strategy are as follows. 
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At level 1, the STC technique is used to estimate the value of a pixel background (PB) dataset from a specific 
segment and to obtain all of the details regarding the image's backdrop. In the next step, a PB dataset was 
constructed to take into account all of the threshold method's closest pixel values and to fill in every square 
inch of the image. In the conclusion, we judged a region to be in the pixel foreground (PF) if the pixel value 
of the grey level (PVGL) was determined to be greater than (PB). We looked at the IOR to assess the entire 
cluster.  

 

3.5 Feature Extraction 
After employed the segmentation process on date fruit, the next step is to employed IOR technique 

for acquiring the properties of date fruit for classification. Different semi-automatic, manual and automatic 
techniques were employed for creating IOR. To assess the qualities of the date fruit images dataset, many 
statistical features were used, including binary, histogram, and texture. Based on these texture features, the 
dataset's average value is calculated [38]. These statistical features are therefore based on 5 histograms, 28 
binary values with 10 pixels (width and height), and 10 values from the texture collection. In this process, 
each IOR is subjected to an evaluation of total 43 statistical features and we were containing a total of 77,400 
(43 x 1800) features dataset. We used the feature optimization method covered in the feature optimization 
section to increase the accuracy of the results. Here we describe the overview about these features. 
3.5.1 Histogram or First Order Feature 

The intensity values were examined individual information of pixel by using histogram, which was 
shown in equation 1.  

𝑃(𝑓) = 	
𝑀(𝑛)
𝐿 																																																																																																																																																																																		(1) 

Here, In the probability P(f) is used, L evaluates the sum-up value of the pixel, and M(n) describes the 
total value of gray-scale instances of n. There are following histogram methods are used for statistical eval-
uation.  
Mean: It evaluate the average value of dark (low) and bright (high) mean, which is shown in equation 2.  

𝑛+ = , 𝑛𝐻(𝑚)
!"#

$%&

=	,,
𝐿	(𝑒, 𝑓)
𝐶

'(

																																																																																																																																																				(2) 

It is representing the total value of gray scale between 0 to 225 and f is representing row and column. 
Standard Deviation: Contrast of image was evaluated in standard deviation, which is shown in equation 3. 
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𝛔𝐧 =	4,(𝐧 − 𝐧7)𝟐
𝐇"𝟏
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𝐇(𝐦)																																																																																																																																																										(𝟑) 

Skew: The central value (Median, Mean and Mode) was calculated by skewness, which is shown in equa-
tion 4.  
Skewness

= 	
1
σ/0

	,(m−	m7)0	H(m)
1"#

2%&

																																																																																																																																																									(4) 

Energy: The gray level distribution is measured by energy, that is defines in equation 5. 

Energy = 	 , 	[𝐻(𝑚)]3
!"#

$%&

																																																																																																																																													(5) 

Entropy: The number of bits code is measured in image data is evaluate by entropy, which is shown in 
equation 6. 

Entropy = 	−	, H	(m)	log3	[H(m)]
1"#

/%&

																																																																																																																		(6) 

3.5.2 Texture Feature 
The coordinates of image area is examined by row and column in texture [34]. Texture has been evaluated 
on five different methods that are entropy, correlation, energy, inertia and inverse difference.  
Energy: It described homogeneity or smoothness by calculating gray levels distribution is defined in equa-
tion 7. 

Energy = 	,,(K45)3
54

																																																																																																																																												(7) 

Here 𝐾(' is evaluated the values of pixel co-occurrence matrix. 
Correlation: It is defining the similarity of pixel at specified pixel distance, which was shown in equation 
8. 

Correlation = 	
1
σ4σ5

	,,(c −	µ4)(d
67

−	µ5)K45 																																																																																																																																																											(8) 
Here 𝛍𝐞 and 𝛍𝐟 are the means of e and f respectively.  

µ4 =,𝑡
:;

,𝑘:;
;

																																																																																																																																																																								(8.1) 

µ5 =	∑ p< ∑ k2<2                                                                            (8.2) 

𝜎(3 =	,(𝑛 −	µ4)3
:

,𝑘:;
:

																																																																																																																																																						(8.3) 

𝜎'3

=	,(𝑝 −	µ5)3
;

,𝑘:;
;

																																																																																																																																																													(8.4) 

Entropy: The content value of image is measured by entropy, which is shown in equation 9. 

Entropy = 	−	,,k=>
>=

log3k=>																																																																																																																																														(9) 
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Inverse difference (I.D): Homogeneity of image value is measured by I.D, that defined as follow in equa-
tion10. 

Inverse	Difference = 	,,
k=>

|x − y|
>=

																																																																																																																																					(10) 

Inertia: The contrast of image is measure by inertia, which is shown in equation 11. 

Inertia = 	,,(x
>=

− y)3 k=>																																																																																																																																																								(11) 

3.5.3 Binary Feature  
In image processing, binary features use the area, axis of least second moments, Euler number, center 

of area, and projection to identify the objects and their shapes. We used the feature optimization method 
covered in the feature optimization section to increase the accuracy of the results [34]. 
3.5.3.1 Feature Optimization 

Feature optimization is the most crucial strategy and methodology in the machine vision approach. 
By eliminating all superfluous or irrelevant features, just the most noteworthy and accurate features are 
acquired using classification process [4]. Before putting the categorization approach into practice, it was 
determined that 43 IOR features are equally important for the date fruit dataset of 77,400 features, never-
theless. It's difficult to manage this enormous amount of feature data. Thus, it has necessary to reduce the 
feature dataset for accuracy of result. We employed a correlation feature selection and Genetic Search (CFS-
GS) methods were used on available optimized feature datasets. The most prominent features were evalu-
ated, shown in equation (12).  
 

𝑇?	 =	
𝑆AB!"

m𝑆 + 𝑆	(𝑆 − 1)	𝜎+CD
																																																																																																																																																										(12) 

 
Here, x and L evaluate the most important feature areas, define the feature class of the correlation 

mean (x & L), and discuss the average feature correlation. CFS-GS technique reduces the original dataset's 
feature space to 20 statistical features, as shown in Table 1. Finally, the volume of statistical features dataset 
are reduced from 77,400 (43 x 1800) to 36,000 (1800 x 20) features. A different MV classifiers technique was 
deployed on these optimized features datasets. 

Table 1. A Correlation base Feature (CFS-GS) Selection and Genetic Search Data 

Sr. No. Features Dataset Sr.No. Features Dataset 

1. Objects_row_coordinate 11. Texture_energy_average 
2. Objects_column_coordinate 12. Texture_energy_range 
3. Area 13. Inertia_average 
4. Centroid(row_column) 14. Inertia_Range 

5. 
Orientation(Axis_of_least_sec-

ond_moment) 
15. Correlation_range 

6. Histo_Mean 16. Correlation_average 
7. Histo_Standard_Deviation 17. Inverse_diff_average 
8. Histo_Skew 18. Inverse_diff_range 
9. Histo_Energy 19. Texture_entropy_average 



Journal of Computing & Biomedical Informatics                                                      SICAIET                                                                                         

ID : 018-SI/2024  

10. Histo_Entropy 20. 
Texture_en-
tropy_range 

 
3.5.3.2 Classification: 

Classification is the final step for feature analyzing in the MV approaches. In this phase, the optimized 
texture feature dataset is given to MV algorithm for the classification of classification of different images 
dataset [39]. Thus, in our technique, the next level has to evaluate the available dataset of optimal date fruit 
statistical feature and we employed different MV classifiers on these optimized datasets. We deployed 
different MV classifiers techniques, but we examine that the instances-based K-Nearest Neighbor (IB-KNN) 
classifier was achieved a better accuracy. The most fundamental instance-based method is the K-Nearest 
Neighbor algorithm. In this algorithm, it is assumed that every instance corresponds to a point in n-dimen-
sional space [40] [41]. In the outcome section, a description of the feature dataset that is readily available 
for the experimental procedure is given first. Figure 5 illustrates the classification architecture for the in-
stances-based K-Nearest Neighbor (IB-KNN) framework that was used on several variations of date fruit.  

 

 
 

Figure 5. Framework of Six Date Fruit Classifications 
4. Result and Discussion: 

The main object of this experimental procedure is to identify the different varieties of date fruit based 
on optimized feature datasets using MV techniques. In the following section, we discuss and present the 
dataset of classification values. Furthermore, we evaluated a statistical feature dataset using IOR, employed 
different MV classifiers on the available optimized dataset, and completed all necessary experiments. At 
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the start, the available optimized statistical feature dataset was described based on the following MV clas-
sifiers: meta bagging, J48, random forest trees, and decision trees. We found that the following result accu-
racy was not satisfactory, and the OAR is less than 75%.   

 
Table 2. Matrix of Confusion for Date Fruit types with Naive Bayes (NB) classifier 

Date Fruit 
Varieties 

Fard 
Gu-
listan 

Hussaini Mozawati Shakar Chohara 
Total Date 
Fruit Data 

OAR 

Fard 255 22 8 4 6 5 300 85% 

Gulistan 30 252 3 6 6 3 300 84% 

Hussaini 8 0 262 15 8 7 300 
87.33

% 

Mozawati 6 11 12 259 5 7 300 
86.33

% 

Shakar 8 15 6 4 240 27 300 80% 

Chohara 8 4 6 1 19 262 300 
87.33

% 
 

 

Figure 6. Date Fruit varieties of classification OAR for NB classifier 
Furthermore, we repeated the same experimental process using the Naive Bayes (NB) classifier tech-

nique, and we describe that the NB classifier result is much better and the OAR value improved from 80% 
to 87.33% using different varieties of date fruit. The OAR of the following six date fruit categories, including 
Fard, Gulistan, Hussaini, Mozawati, Shakar, and Chohara, were 85%, 84%, 87.33%, 86.33%, 80%, and 
87.33%, respectively. The NB classification output values were represented in Table 2 along with the con-
fusion values matrix. The graphical representation of NB output dataset which was shown in Figure 6.  

Table 3. Matrix of Confusion for Date Fruit types with IB-KNN classifier 
Date Fruit 
Varieties 

Fard Gulistan Hussaini Mozawati Shakar Chohara 
Total Date 
Fruit Data 

OAR 

Fard 287 9 0 0 1 3 300 95.67% 

Gulistan 6 291 1 1 1 0 300 97% 
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Hussaini 0 0 289 10 1 0 300 96.33% 

Mozawati 0 0 8 291 0 1 300 97% 

Shakar 1 1 0 1 286 11 300 95.33% 

Chohara 0 0 1 1 10 288 300 96% 

 

 

Figure 7. Data Fruit varieties of classification OAR for IB-NN classifier 
Thus, we observe that the NB classifier result was not sufficient. Therefore, we deployed the same 

experimental process using an instance-based nearest neighbor (IB-NN) classifier. We observed that this 
result is superior, and OAR values improved between 95.33% and 97% on the available statistical feature 
dataset. The OAR of the following six date fruit categories, including Fard, Gulistan, Hussaini, Mozawati, 
Shakar, and Chohara, was 95.67%, 97%, 96.33%, 97%, 95.33%, and 96%, respectively. The instances-based 
K nearest neighbor (IB-KNN) classification output values were represented in Table 3 along with the con-
fusion values matrix. The graphical representation of IB-KNN output dataset which was shown in Figure 
6.  

A comparison between the existence of the proposed methodology and the other methodologies is 
shown in Table 4. We conclude that our proposed framework is better than most of the other date fruit 
results. 

Table 4. Comparison between existence and proposed approaches 

Ref. Methodology / Algorithms Classifiers OAR 

[18] PCA + Geometric Features Probabilistic Neural Network (PNN) 90% 

[20] Radiometric and Photographic Artificial Neural Network 96% 

[22] Harlick + Gabor Feature Multi-Layer Perception 84.94% 

[23] Fast Fourier Transform (FFT) Artificial Neural Network 66.7% 

[26] 
Color Co-occurrence Method 

(CCM) 
1B Model +  CCM Textural Feature 95% 

Proposed 
Technique 

Binary + Histogram + Texture 
Instances Based K Nearest Neighbor (IB-

KNN) 
97% 

 
5. Conclusion 

This experimental process was described for six-date fruit varieties using a statistical feature dataset 
and MV classifiers. A cell phone camera (Samsung A12) was used to capture the date fruit images of the 
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available dataset in an open environment. We created IOR on the date fruit images and evaluated Binary, 
Histogram, and Texture based statistical features. A huge volume of feature datasets was decreased by 
using the CFG-GS optimization methodology and different MV classifiers. NB and IB-KNN classifiers were 
examined to determine the better classification result using six date fruits, and the NB classifier was eval-
uated for result accuracy between 80% to 87.33%, but the IB-KNN classifier achieved a better accuracy of 
97%. In IB-KNN classification, all computation was postponed until after the function was evaluated, and 
the function was only locally approximated. Since this approach relies on distance for classification, nor-
malizing the training data can significantly increase accuracy if the features reflect several physical units 
or have wildly different sizes [42] [43]. In the feature, we used the same techniques or procedures on a farm 
growing date fruit to detect date fruit infections with expensive but readily controllable tools and resources.  
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