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Abstract: In many areas of price prediction such as house prediction, stock prediction, different 
classification algorithms can be used. Classification techniques that are based on Machine Learning 
help to solve the problem that is related to decision making. This research paper aims at the com-
paring the accuracy of two different classification algorithms which are used in supervised machine 
learning. Mobile price prediction is the case study of this research work. Dataset is collected from 
kaggle. Two different classifiers named as SVM and Rigid classifier are used to achieve best possible 
accuracy. Results are compared on the basis of outcome accuracy score that is achieved from the 
research experiment. This approach can be used to a variety of industries, like marketing and busi-
ness, to locate the best goods (with minimal costs and maximum features). Future research is ex-
pected to expand on this work, resulting in more sophisticated answers to specific situations and 
more precise tools for price prediction. 
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1. Introduction 

Mobile phones have become an important need in people’s life currently. It increases the demand for 
mobile phones. The very first question is about the price of the phone with respect to features available in 
that phone. Price is the most effective attribute of marketing and business. So, the price prediction is the 
basic purpose of this research work. Artificial intelligence which is vast field of engineering makes machine 
capable to answers the questions intelligently. Machine learning provides us many techniques for artificial 
intelligence like regression, classification, supervised and unsupervised learning.  

There are many tools which are available for machine learning tasks like MATLAB, python and 
WEKA etc. but python has the best libraries and tools used in machine learning. Python provides Scikit-
learn library which contains simple and efficient tools for executing the supervised learning algorithms. 
We can use different classifiers like SVM, decision tree, naïve bayes and many more. Different types of 
feature selection algorithms are available to select the best feature and minimize dataset. So, complexity of 
computation reduced.  

Now a day, mobile phones are selling and purchasing in huge number. Within short timespan new 
version with new features are launched to market. There are many features which are important to consider 
mobile price. These features are as following: 
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• Display resolution 
• RAM 
• ROM 
• Camera 
• Processor  
• Battery timing 

Customers do not acquire things on the basis of pricing in today’s market. It is possible in today’s 
marketplace with current pricing procedures for a retailer to set his own prices for things if he feels 
comfortable doing so. With current advanced technology expanding every minute with modern 
smartphone firms, the competition inside the smartphone industry is growing altogether next level. As a 
result, we suggest a smartphone recommendation system to assist consumers in selecting the best 
cellphone and having the most enjoyable cellphone experience. Given the widespread use of phones, there 
is large number of potential customers.  As a result, a study of the cellphone suggestion system should be 
performed. 
 
2. Materials and Methods  

Machine learning techniques are widely applied for the prediction of prices. There will be some fea-
tures of mobile phone derived from mobile phone price prediction dataset. We use Python for experi-
ment. The dataset is divided into two groups: test and train dataset.  First, we analyze realistic surveyed 
data related to consumers, cellphone configurations and cellphone usage. Then feature selection methods 
will apply to reduce the computational costs by reducing the number of inputs to get the meaningful re-
sults.  After checking all the values of dataset whether there is any missing value scaling   applies on 
dataset in order to obtain more relevant data for machine learning algorithms. The prediction of mobile 
phone prices is a classification kind of supervised learning, with performance characteristics grouped 
into classes. SVM and Rigid are most important classifiers that will be used in predicting the mobile 
phone prices. These algorithms will help the people to predict the prices of mobile phones. These meth-
ods have two steps: first preprocess the data and other to train and test the data. We use python for re-
sults and analysis. 
 
3. Results 
Support vector machine (SVM); 98% accuracy with train set and 85% accuracy with test set. 
Rigid classifier; 91% accuracy with both train and test set.  

 

Figure 1. Importing Libraries 
Python is used here as a basic language for execution purpose. It is seen necessary to import libraries 

in order to run the code properly. Numpy and matplotlib are important in order to execute it efficiently. 
These are always helpful in implementation. 
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Figure 2. Importing Libraries for Preprocessing 
Preprocessing is the process of cleaning data. After data collection, a dataset may have many missing 

values, abnormalities and other issues that render it unfit to be used as input for a machine learning system. 
As a result, data cleaning, data applying, representation, modification and data balancing are used as pre-
processing procedures. Dataset is splitted in train and test dataset.  

 
Figure 3. Accuracy of SVM 

The figure 3, shows the accuracy of SVM classifier. The results show that SVM gives 98% accuracy on 
train dataset and 85% accuracy on test dataset.  
Rigid Classifier  

 
Figure 4. Importing Libraries for Rigid Classifier 
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The figure 4, shows the libraries for rigid classifier. Rigid classifier approach is based on rigid regres-
sion. Rigid regression is the model modification approach that may be applied to multicollinearity data 
analysis.  This method is used to produce L2 regularization.  
The fig 3.5 shows the table of train dataset. In this table price column is targeted. The dataset is trained for 
the rigid classifier. Data inconsistency and redundancy is removed from the table to get better results. 

 
Figure 5. Splitting of Dataset 

In this figure 5, dataset is splitted into train and test dataset for rigid classifier. X and Y variables are 
used for training and testing of dataset. Then, the results show the information of train and test dataset. 
The first row describes the train dataset. It shows that it has 1400 rows and 20 columns. The second row 
describes the test dataset which shows that it has 600 rows and 20 columns. 

 
Figure 6. Accuracy of Rigid Classifier 

The figure 6, shows the accuracy result of rigid classifier. Rigid classifier gives 92% accuracy on both 
train and test dataset.  
4. Discussion 

In this research work, it is observed that SVM gives different result on training and testing dataset. 
It is due to overfitting problem. On other hand rigid classifier gives same results on both datasets.  
 
5. Conclusions 

In this work with comparison different algorithms of machine learning in the prediction of mobile 
prices have shown these algorithms have ability to predict the prices in all aspect because we use all the 
algorithms prediction accuracy of mobile prices is very high and there is hope that various classifiers of 
ML can be used to predict the mobile prices instead of traditional methods with human errors. For the 
system mobile prices dataset is used. The SVM and Rigid classifiers used 21 attributes which are obtained 
from dataset. There are a lot of studies on prediction of mobile prices. Different variants of ML give dif-
ferent accuracy rates. In this proposed system SVM classifier gives 98% accuracy on train dataset and 
85% accuracy on test dataset while Rigid classifier gives 91% accuracy on both train and test dataset. 
Things that can be done in future is that each of the machine learning classifiers such as rigid classifier 
can be used for other products in order to predict their prices are improved to intelligent systems since 
with this action it will reduced costs and human errors. 
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