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________________________________________________________________________________________________________ 
Abstract: Identifying the writers of a piece of writing, whether anonymous or not, is a procedure 
that focuses solely on the writing style and not on the content itself. Most of the time, writing and 
speaking style may also be seen as techniques of underlying sentence construction, which can be 
evaluated using aspects such as vocabulary, length of sentences, and sequence of words, richness, 
and word frequency usage. The primary goal of this article is to examine and apply a variety of 
categorization approaches to research articles that analyze author identity and the content of those 
texts that are in dispute. Researchers' earlier work is also discussed and elaborated upon. After that, 
we were able to exhibit better findings from our experiments. With feature spaces, the SVM tech-
nique is particularly well-suited to the aforementioned problem. Across all experiments, it was 
found that the SVM was effective at determining the authorship of research publications. SVM was 
used to classify two sets of data in that study. Sections A and B of the experiment are referred to as 
Experiment A and B, respectively. 500 research papers from conferences and the majority of them 
from Google Scholar are included in Experiment A. After applying data mining techniques to the 
gathered dataset, we have a final set of 400 research papers. A, B, and C are the three subsets of the 
400 research papers for high performance that were further subdivided. Our model was able to 
train quickly and evaluate good performance on these limited research criteria in these datasets as a 
result of an increase in both the number of authors and the number of publications that were in-
cluded in the dataset. 
 
Keywords: Author identification; SVM; NLP; Machine Learning; Feature Extraction. 

 
1. Introduction 

Authorship recognition has received a lot of interest lately from academics [1]. It has been done for 
centuries to determine who wrote papers with scribbled writing [2]. The enormous amount of written 
material has become accessible digitally and is kept in a number of unorganized forms [3, 4]. Author 
recognition is a crucial part of text mining. It can be difficult to derive useful data from unorganized or 
partially organized sources [5]. Text mining is frequently employed to examine a sizable volume of un-
organized information and derive insightful conclusions [6]. Textual analysis is the process of taking un-
organized or partially organized data and extracting useful data from it. This method creates analytical 
text frameworks that gather or categorize particular details according to the training information by using 
machine learning and methods for natural language processing [7, 8]. The author's recognition technique 
is shown in Figure 1. 
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The process of determining the likely writer of unidentified papers from a pool of prospective writers 
is referred to as author recognition. A written work categorization challenge typically takes into account 
author recognition. Pre-processing an inventory is the first step. Next, characteristics are extracted, and 
selected, and the written information is transformed into a feature matrix. Machine learning uses feature 
development as a crucial stage for predicting the model's performance. 

 

Figure 1. Authors Identification Process 

Technologies for author recognition are currently being established in many fields, including evalu-
ation detection methods [10] and hacker law [9]. Encryption recognition, sign identification, and identi-
fying breaches all include AI. The trickiest and most significant part of author identification is identifying 
the key characteristics that best describe the author's written technique. Precise author identification could 
be possible if the primary characteristics can be extracted. Many investigators have studied this area and 
put forth a number of solutions [11, 12]. For author identification, the most crucial traits, including lexicon 
[13], morphological [14], content-specific [15], and stylometric traits [16], are utilized. Additionally, there 
are numerous methods for extracting word anchoring features that are employed with NLP text catego-
rization and data mining tasks [17–19]. With this method, the pertinent traits are extracted from the writ-
ten information. Additionally, it offers an acronym matrices databases, which is mainly utilized to im-
prove the efficiency of ML systems' classification functions [20]. 

A comprehensive number of author authentication techniques have been suggested over the past ten 
years [21, 22, 23, 24]. Additionally, a pertinent shared job was incorporated in a number of earlier PAN 
versions [25, 26, 27, 28, 29]. Multiple factors affect how well author authentication techniques work. 
Cross-topic including cross-genre author authentication were both taken into consideration in PAN 2015, 
and the findings showed only moderately precise outcomes, particularly with Dutch articles and evalua-
tions [26]. Writing messages, or non-professional literature released web by enthusiast researchers, ad-
hering to various communities (or fanfiction influenced by specific highly regarded works), was utilized 
in the most recent two versions of PAN [28, 29]. Regarding this job, a substantial training set with over 
350,000 validation cases was assembled, allowing the use of potent deep-learning techniques [30]. 
 
2. Literature Review  

The study of author identification is a fairly recent subject of study. The initial logical solution to the 
issue came up in the research of Mendenhall, which investigated the attribution of works claimed to Ba-
con, Marlowe, and Shakespeare in the latter part of the nineteenth century, in 1887. Because of novel pos-
sibilities for criminal justice, literary study, current culture, and business, the issue of author identification 
has been increasing in prominence (Kestemont et al., 2019) [31]. Two groups of procedures are primarily 
used in the recognition technique: the initial group comprises techniques derived from the analysis of 
statistics, which include the study of principal components (Jamak et al. 2012) [32]. 

Employ characteristics that are probably unrelated to the text's subject in order to accomplish excel-
lent author identification efficiency. A lot of design indicators have been employed for this purpose, 
ranging from beginnings centered around basic characteristics that include phrase length and terms depth 
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(Yule, 1944), to contemporary and pertinent research founded on words with functions (Boukhaled and 
Ganascia, 2015) [33], punctuation symbols (Martin-del-CampoRodriguez et al., 2019) [34], Part-of-Speech 
labels (Pokou, Fournier-Viger and Moghrabi, 2016) [35], parsing trees and character-driven characteristics 
(Sapkota et al., 2015) [36]. Depending on the retrieved traits, someone can divide extant Arabic-language 
compositions into two distinct groups (Al-Ayyoub, Alwajeeh, and Hmeidi, 2017) [37]. 

The lexicon technique, which determines the characteristic matrix for every sentence via the word 
appearances in it, is included in the initial group. The next group, which depends on the greater com-
plexity of style indicators, computes specific attributes by attempting to identify more deeply and perti-
nent features of the language. Lastly, those with an interest are directed to (El Bakly et al, 2020) [38] for a 
greater overview of the various publications NLPinAI 2022 - Specialised Conference on NLP in Intelligent 
Systems 490 and concerns on the Arabic author authentication challenge. 

Research on the English tongue makes up a significant portion of the scholarship [4, 5, 6, 7, 8]. Japa-
nese [9], Mongolian [10], Persian [11], Albanian [12], Indian [13, 14], Brazilian [15], Russian [16, 17], Ger-
man [18], and Arabian [19] are only a few of the cultures that have research conducted in them. Various 
sorts of information were employed for author authentication jobs when current research was analyzed. 
There exists research on articles from newspapers [4, 15, 18, 19], poetry [13], novellas [11, 12, 16], emails 
[20], music lyrics [21], computer code [22], tweeting, posts on blogs, and newsgroups [8, 9, 23], as well as 
other types of writing. Various sources of information have occasionally been analyzed or integrated [17, 
25]. 
3. Proposed Methodology 

The four components of our suggested AI approach are:  
1. The first step is to preprocess the reviews. 
2. In order to extract features from the preprocessed reviews, we use Feature Representation, NLP. 

Training and prediction are two stages that are involved in a review's classification process. 
3. An NLP feature extractor is used to preprocess the training data, which consists of several reviews, 

before generating features from the data.  
4. After that, a machine learning classifier is trained using these attributes. Predicting fresh reviews' 

author (label) is then made possible using this classifier (inputs).  

 

Figure 2. Overview of a\Authorship identification 

3.1 Dataset Collection 
A corpus is required in order to carry out authorship identification. According to the most recent 

explanation, a corpus can be anything from a collection of messages to source code, and according to this 
hypothesis, the corpus comprises examination papers. In any case, the term "research paper" covers an 
extremely broad scope; our corpus is comprised of exploratory articles in software engineering that are 
related to the topic of data recovery. There are two distinct information sets that are dependent on the 
corpus. The first of these includes merely research articles from data recovery algorithms such as "ECIR" 
and "SIGIR", "CIKM." The other dataset is made up of a some research papers written by creators working 
in the data recovery field. The reason for having two isolated informational collections was so that we 
could observe how the preparation intentions functioned when given varied amounts of information for 
preparation and testing. This was the rationale behind having two separate informational collections. In 
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the primary informative index, we only have a small number of authors who have produced a respectable 
number of research publications per author. In the second informational collection, we have a tremendous 
number of contributors, and each contributor has contributed a predetermined amount of study papers. 
When it came time to organize the first dataset, the one that had a predetermined number of creators, the 
exploratory papers were filed away in separate organizers. Each envelope was given the name of the 
person who had created the candidate, and because we were able to perform a search based on the or-
ganizer's name, there was no need for any sort of programmed creator name extraction. In spite of this, the 
research articles that were included in the later collection of information were not structured in this way. 
As a consequence of this, we wanted a method for this dataset that would allow us to isolate the inventor's 
name from the examination paper. 
3.2 Preprocessing 

It was necessary to extract text from an exam paper that might be used in the corpus after the initial 
step of building it. It was necessary to do programmed text extraction in order to remove stylometric 
highlights from all of the examination papers in the corpus. Two different approaches were considered for 
preprocessing PDFs. The first option was to use a Java package to directly extract-text by PDFs, and sec-
ond option was to use OCR, also known as optical character recognition [34]. Apache's PDFBox1 and a 
design-conscious content extractor for the logical research h papers, well known as LAPDF [44], that were 
two participants evaluated for the task. An important drawback of PDFBox was the disturbance caused 
when extracting text from tables, pseudocode, and figures in research articles. Other than causing some 
noise in the output of the content extractor, its performance was excellent. When it came to the recurrence 
of turbulence in the yield text, the LAPDF library didn't suer similarly to PDFBox as it had before. Due to a 
lack of consideration for authors, article features, figures, and tables as well as pseudocode in 
LAPDF-library, this rationale is based. LAPDF, on the other hand, had a drawback in that it could only 
deal with two-segment logical articles, not single-segment articles. Next, the ABBYY2 optical character 
recognition was tested. When it comes to information, PDFBox has the same level of agitation as slow and 
sluggish. In addition, OCR was not used in the execution since it was deemed too expensive. There were 
two viable options that both had substantial drawbacks. A noisy dataset would result from using PDFBox, 
whereas single-section articles such as examination would be disregarded if LAPDF were selected instead. 
We were able to reduce the amount of noise in our dataset by using the ECIR-supported article selection 
strategy. 
3.3 Author Search 

Additionally, we expected to be able to extract the creator names of the exam paper from the PDF for 
the second dataset with a large number of creators and limited preparation and testing information. The 
underlying assumption was that the metadata in a PDF might be used to identify the authors of a partic-
ular exam paper. Although the vast majority of these PDFs featured auto-generated metadata generated 
by the compiler, the producers occasionally refreshed the metadata with the correct information. As a 
result, the idea that the metadata may be used to determine who wrote an exam paper was dismissed 
outright. 

 
Figure 3. Process Flow 

3.4 Feature Extraction 
Multiple sets of features were obtained from the final extraction process, and they have been saved in 

(ARFF) format so that WEKA can work with them [36]. The 193 features in this file are a mix of syntactic 
and lexical features. Appendix A presents the overall features in the syntactic features file and lexical 
features type. To reduce processing time and prevent the dimensionality curse, no n-gram features are 
used. Because in [53] they defined a list of words and also stated that there is no predefined list of function 
words that each author may use, no sufficient distinct list for functional words was created in terms of 
syntactic properties. 



Journal of Computing & Biomedical Informatics                                                      SICAIET                                                                                              

ID : 038-SI/2024  

 
Figure 4. Feature Extraction 

 
3.5 Processing Tool 

The experimental results were obtained through the use of the data mining programme WEKA. A 
number of machine-learning algorithms are available in WEKA to perform the mining operation. Java in-
itiatives can also benefit from the use of these mining-related algorithms. It provides capabilities for pre-
dictive modelling, data analysis, and visualisation [61]. For the mining process in WEKA, we used da-
tasets in the ARFF format. In addition to methods, WEKA provides several options for dividing the data 
into training and testing sets. [62]. 
 
4. Results 
4.1 Datasets 

Data is required for every machine-learning task. For this purpose, algorithms are applied. Machine 
learning is used in the same way to identify the author of a piece of work. This repository had a significant 
amount of data that, in its raw form, would be difficult for any classifier to manage. Research articles from 
many sources make up the data. "Experiment A" and "Experiment B" are subdivided further in the ex-
perimental component. Table 1 provides a full breakdown of each experiment's data. In order to acquire 
accurate results for very large data sets, it is necessary to divide the data into two separate experiments, 
which is a sensible decision. 
4.2 Experiment A 

The experiment was a success! Dataset A, Dataset B, and Dataset C represent the three datasets that 
make up a segment. There are 200 publications in dataset A. Only ten authors who contributed as first 
authors were chosen, hence an author can only be identified as the first author in classification. The first 
author does the bulk of the description, style, and functional word selection, thus it stands to reason that 
he or she would be the best choice for this section. Dataset B contains the names of the top three authors of 
chosen research articles. Unless the author is one of the first three writers to contribute, the model will not 
be able to learn about the author's identity. Only authors with 20 or more articles are included in this da-
taset. 

Table 1. Description 

Experiment A 
Dataset Author contribution Research 

papers  
Total No of  
Research Papers 

Dataset 
A 

First Author 20 100 

Dataset B Among 1st four authors 30 200 
Dataset C Any author among the 

contributors 
30 200 

 There are a total of 400 papers included in this collection, 20 for each of the authors. When compared 
to dataset A, which had just 10 articles for each author, this data set has more than doubled the number of 
published authors. To train the model with a total of 400 papers, dataset C uses an author with 30 publi-
cations included in the search query, although datasets B and A differ significantly in that the extent of 
contribution. Dataset B has only three authors who made a contribution to a research publication; how-
ever, dataset C has contributions from all of them. Research papers are encouraged and considered in 
training datasets for all authors who contributed something. Contribution parameters were also estab-
lished by the strength of the writer's contributions to the paper. It is worth noting that the data in this 
dataset is identical to that in dataset B. This dataset includes 200 research papers, 30 of which have been 
published in peer-reviewed journals. 
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4.2.1 Experiment A results 
The data for Experiment A was gathered from a variety of online sources and academic journals in 

Google Scholar. All 500 downloaded papers have been normalized into ARFF file format so that they can 
be run in WEKA, and 400 of these articles have been used in this process. The values mentioned in the A, 
B, and C datasets were used in this experiment. These datasets include anywhere from five to twenty 
contributors. From 05 publications to 20 publications for any author who is a first contributor, or one of 
the first three contributors, or any of the contributors. Model performance can only be evaluated on a va-
riety of test and train values, which is why datasets are categorically divided among different authors 
according to their level of participation. 
4.2.2 SVM results for Dataset A 

Each author has ten papers in this dataset in which they are the initial author. This dataset includes 
200 research papers. Just those authors whose names appear in these research articles' first paragraphs are 
required to be identified by the support vector machine's task. Using a different test and training set for 
the same dataset mitigates uncertainty about the dataset's complexity. Only five papers by each author 
were considered in the first training and implementation iterations, and the same was preserved in the 
train and test datasets. The second technique is to use the full author set, which in this dataset includes 10 
papers written by each author as a primary author. We used an even and odd mixed series for our model's 
test and training sets, respectively, in order to accurately describe our model. Adding more authors to the 
classification cycle gets difficult for support vector machines as the size of the training and testing classes 
increases and the model's comprehension of the combined data becomes more complicated. 

Table 2. SVM performance metrics for Dataset A with 05 papers by each author 

Performance metrics for Dataset A for 5 papers by every author 

Number of Authors Accuracy % 
F-measur
e 

Kappa Stat-
ics 

02 Authors with 05 papers of 
every 

97 0.97 0.97 

04Authors with 05 papers of 
every 

95.00 0.86 0.82 

05Authors with 05 papers of 
every 

85.02 0.83 0.74 

07Authors with 05 papers of 
every 

58.34 0.54 0.53 

10Authors with 05 papers of 
every 

47.92 0.48 0.33 

To explain how SVM performs with different values of test and train dataset, Table 2 shows that ac-
curacy decreases as the number of authors' publications increases. At the same time, it's the most accurate 
with the least amount of author effort. When the two authors with the most articles in the corpus are se-
lected in a train set, the output is at its highest. There is a 99 percent accuracy rate, which is among the best 
model performance. As the number of authors who each contributed to five publications increased, the 
accuracy of 95.00 percent was shown, which decreased to 85.02 percent for 05 authors, 58.34 percent for 07 
authors with 05 individual publications, and 10 authors with 05 first-author contributions. According to 
these findings, the accuracy of the classifier falls as the number of authors involved increases (the addition 
of more data). 

As the number of authors with the same number of publications increases, the F-measure for SVM 
decreases. F-measure is maximized while the number of writers is kept to a minimum while the contri-
bution from each author is equal. When two authors are selected in a train set, the output is at its highest. 
In this case, the F-measure is 0.99, making it one of the highest model measures available. With example, 
the F-measure drops from 0.82 to 0.83 for the addition of the fourth author, and then drops to 0.57 for the 
addition of the seventh, and finally drops to a very low 0.45 for the addition of the tenth author. These 
findings show that as the number of authors contributing a total of 05 papers increases, so does the clas-
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sifier's F-measure. Because the Kappa statics gauges’ class imbalance concerns as well as the logical rele-
vance amongst classifiers for inter-rated reliability, these values are critical for model performance. 

Table 3 shows the values of Kappa statics for dataset A when SVM is applied to it with various test 
and train dataset values, showing that the Kappa statics for SVM drop as the number of published authors 
grows. It has the highest Kappa statistics with the fewest authors and an equal contribution to the papers. 
When two authors with five publications each are selected in a train set, the output is at its highest. It has 
one of the highest model measures of Kappa statics at 0.99. Increasing the number of writers from two to 
four shows Kappa statics of 0.80, which reduces to 0.75 for the fifth and seventh authors, 0.51 for the 
eighth and ninth, and 38 for the tenth and twelfth authors, respectively. Increasing the number of authors 
with a 05-paper contribution each increases the Kappa statics of the classifier's value.  

 

Figure 5. SVM accuracy for Dataset A (05 paper/author) 

 

Figure 6. SVM F-measure for Dataset A (05 paper/author) 

 
Figure 7. SVM kappa stats for Dataset A (05 paper/author) 
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In figure 5, the accuracy of dataset A is depicted as a percentage. The accuracy of SVM decreases as 
the number of authors in the train and test sets increases but the amount of contributions remains con-
stant. When the model's F-measure ranged from 0.99 to 0.45 in figure 7, the same thing happened. This 
showed that as the data values increased, our method's error detection rate decreased but its precision 
decreased. In figure 8, the kappa stats are depicted. As the number of training samples increases, the 
machine's relative advantage over the classifier drops, resulting in a lower overall level of performance. 

As part of the second iteration, ten research papers are due from each author listed as the first author 
in Dataset A. Table 3 summarizes the total performance of each author's 10 articles, as well as the three 
performance metrics that were used in the analysis. 

Table 3. SVM shows metrics for Dataset A 

Performance metrics for Dataset A for 10 papers by each author 

Number of Authors Accuracy % F-measure Kappa Statics 

05 Authors with 10 papers on both 82.02 0.87 0.79 

10Authors with 10 papers on both 69.26 0.69 0.68 

15Authors with 10 papers on both 66.95 0.64 0.57 

17Authors with 10 papers on both 58.82 0.57 0.53 

20Authors with 10 papers on both 57.69 0.54 0.51 

 
Research articles in this section will have a variety in authorship from one to ten authors, depending 

on the number of contributors we have chosen for each publication. 05, 10, 15, 17, and 20 writers were 
randomly picked for their research papers. It is 82.02 percent accurate, 69.23% accurate, 66.91 percent ac-
curate, 58.81% accurate, and 57.69 percent accurate, in that order. As the number of writers grows, so does 
the amount of data that can be used to train the algorithm. In addition, the fact that additional data for 
taking makes it more efficient in the testing phase has also been shown. 

 

 

Figure 8. Dataset for Accuracy part A (10 paper by each author) 

It has an F-measure value of 0.87 for five authors, ten authors, ten papers by each author, fifteen au-
thors, six papers by each author, seven papers by each author, and the F-measure value of 0.59 for ten 
writers, ten papers by each author. Maximum F-measure value for 05 authors with 10 papers by each 
author is available here. There are 5 authors in 10 publications by each author, and the kappa statistic 
value is 0.79, which is the highest value in this table. 0.65 For ten writers; 0.57 for 15 authors; 0.53 for 17 
authors; and 0.51 per author for 10 authors with 10 papers. 
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Figure 9. Dataset for F-measure part A (10 articles by each author) 

 
Figure 10. Dataset for Kappa statics part A (10 papers by each author) 

4.3 Experiment B 
Instead of using any of the previously downloaded papers, "Experiment B" relied on research papers 

that students had either submitted themselves or were provided by their professors or supervisors. This 
section contains papers from various conferences related to information retrieval. There are separate 
training and testing phases in these conferences that are tailored to the needs of machine learning. For the 
training phase, machine learning algorithms can learn information and patterns from provided data val-
ues if they are trained in well-arranged settings. Using the testing set, the model's performance accuracy 
may be determined by comparing it to the training set's results. Even the tiniest bits of data may now be 
analyzed by machines, thanks to the latest breakthroughs in machine learning. Detailed breakdowns of 
the complete dataset are shown in Table 4. Testing samples are obtained from some of the most important 
conference sources, whereas most of the variables relying on our selection procedure, either percentage 
spit or cross-validation, are involved in training samples. 

Table 4. Train and test set in experiment B 

Experiment B 

Train set Test Set 

CIKM 2012, CIKM 2013, SIGIR 2005, SIGIR 
2011, CIKM 2005, SIGIR 2012, SIGIR 2013, ECIR 
2012, ECIR 2013 and RIAO 2007, CIKM 2011. 

SIGIR 2014, CIKM 2014, ECIR 2015 and ECIR 
2014. 
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Data from these experiments will be used to create the experiment B dataset. These are the subject of 
numerous academic articles. In most situations, machine learning algorithms are unable to complete the 
training part in the required time frame due to the fact that most research papers have 5 or more contrib-
utors, making it impossible for the algorithm to differentiate the associated article for its true single 
source. Some researchers have their name listed in only one research paper in this data set. In authorship 
identification, only those authors who have published more than two papers in selected journals are con-
sidered Iterations of data normalization are required, and some data values that were not suitable for 
training and used more resources than usual are removed from the initial phase. In the second iteration, 
the algorithm was unable to read any pdf articles, and as a result, these papers were removed from the 
dataset. A normalized dataset (table 5) results from the process of normalization being repeated. 

Table 5. Experiment B dataset 

Final Dataset for Experiment B 
Unique authors identified 407 
Train set  1684 
Test set  708 

Maximum number of contributions in dataset per author 35 

Minimum number of contributions in the dataset per au-
thor 

04 

 
In the final selection phase, there are 1683 training examples and 707 testing instances in the dataset. 

Because of the large number of authors who had only contributed a single paper to the corpus, it had 
grown enormously. The data values for authorship identification were made easier to train with this 
standardization. A previous range for writers who have made at least two contributions to the publication 
in question, up to a maximum of 30. For the model to function properly, this strategy offered more in-
formation patterns in comparison to several contributions than a single instance regarding any data value 
could provide. Using this method, you can figure out how a certain author chooses his or her words. As a 
result, the model's performance suffers as a result of slower response times and greater utilization of re-
sources. 
4.3.1 SVM Results for Dataset B 

The first three authors' texts are easier to identify than the first author's alone. Each author's dataset 
contains 20 papers in which he/she ranks among the first three authors in this selection phase. This dataset 
contains a total of 400 research papers. Using only the names of the top three authors of each of these 
studies, support vector machines must determine which tests belong to which authors. Using distinct 
datasets for testing and training helps clear up any confusion caused by the dataset's complexity. The 
second method makes use of the entire dataset's initial three authors, each of whom has 20 publication 
contributions to their name. It is stated in this part that there must be a minimum of 20 authors to reflect 
the authorship identification model, but we employed an even and odd mixed series for testing and 
training purposes. For support vector machine classification, adding additional authors with the same 
number of publications in the classification cycle gets harder since the train and test class sizes increase 
and model comprehension of combined data becomes more complicated. Each author in this dataset must 
have contributed at least 20 research publications, and only the top three authors and a random number of 
authors from these lists were selected. Table 6 shows the performance metrics for Dataset B, as seen in the 
figure. 

Table 6. SVM Performance for Dataset B by the first three authors 

Number (N) of Authors (A) Accuracy % F-measure Kappa Statics 

(10) A with 20 Articles of each 60.37 0.63 0.55 

(15) A with 20 Articles of each 59.10 0.57 0.47 
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(20) A with 20 Articles of each 55.87 0.51 0.45 

In this area, we've included anywhere from one to twenty different authors. Those authors who have 
contributed at least 20 articles to the field of research have been picked, and their names appear in the top 
three authors of selected research publications. A total of 10, 15, and 20 authors were selected, each with a 
specified quantity of contributions. In order to test our model's ability to correctly identify authors in a 
variety of text files from various sources, we need to select a large number of writers who have been pub-
lished in academic journals.  

  

Figure 11. Accuracy for Dataset B ( First three authors) 

 
 
 
 
 
 
 
 
 
 

Figure 12. Dataset F-measure for part B 

 

 
Figure 13. Dataset for Kappa statics part B  
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fact that the enormous data files remained in the training phase for the majority of the time, and in many 
instances, an accurate estimation of when the training phase would conclude could not even be made. 
When compared to experiment A, the dataset under consideration here contains a significantly greater 
number of examples for both training and testing. According to the original data values presented in a 
number of study articles, there are a total of 408 unique authors, and each of them is responsible for a 
minimum of two publications under their name. The number of articles that an author can have in this 
dataset is limited to no more than 30. It is determined how effective the classifier's training was by ex-
posing it to 707 instances taken from the model's total of 1683 training classes. The sparse and dispersed 
data features of this dataset were the root cause of the poor performance of the dataset as well as the 
lengthy validation period. Table 7 contains a representation of a large dataset that contains text drawn 
from a variety of subject areas. The heap size for the SVM configuration was increased from 40.0 to 2000.0 
so that it could accommodate more processing RAM for the purpose of storing the attribute values for the 
validation phase of the study. This was done as a direct result of the size of the dataset. 

Table 7. SVM for Experiment B 
Number of Authors Accuracy % F-measure Kappa Stats 

407Authors with 02 to 30 papers of 
each 

11.09 0.17 0.08 

Because this dataset comprises a lot of huge data files, these results are significantly lower than those 
from experiment A. It took a long time for the SVM algorithm to process this dataset. It's not acceptable to 
have a low level of accuracy because of its lack of relevance to the final product. SVM results show that a 
text may be categorized into its original relevance about its creator, regardless of where it came from. In 
this dataset, the SVM method has a relatively high rate of misclassification. Using this dataset, the model 
was able to accurately identify 70 out of 707 test instances. 
4.4 SVM Results for Dataset C 

The data in this collection has been filtered to make it easier to identify the creator, who could be any 
of the dataset's contributors. This dataset includes all authors who made a contribution to a research 
publication. This dataset has a random number of writers. As compared to the first author or the first three 
writers, the model identification tasks get easier. Each author's dataset contains 20 papers in which he/she 
ranks among the first three authors in this selection phase. This collection includes 400 research papers. 
Using a support vector machine, the aim is to identify tests by the name of the author for only those au-
thors who are the authors in these research publications. Using distinct datasets for testing and training 
helps clear up any confusion caused by the dataset's complexity. The entire group of 20 authors, each of 
whom contributed 20 papers to this dataset, was employed in this approach. We employed an even and 
odd mixed series for the test and training set implementation of our authorship identification model in 
this part, which has a minimum number of authors of 20. Support vector machine (SVM) algorithms can 
be improved by using additional data, such as author numbers, to distinguish between original authors 
based on their profile as domain expertise and whether or not they contributed to the work. All authors 
listed in the author's list, as well as a random number of others, contributed to this dataset, with each 
author having 20 contributions throughout the 20 papers. Dataset C's performance metrics are shown in 
Table 8. 

Table 1. Support Vector Machine Performance for Dataset C using any authors 

Quantity of Authors Accuracy % F-measure Kappa Statics 

The (4) Authors with (20) paper of each 79.34 0.80 0.72 

The (8) Authors with (20) paper of each 67.24 0.67 0.63 

The (12) Authors with (20) papers of each 58.23 0.59 0.53 
The (16) Authors with (20) papers of each 49.1 0.50 0.46 

The (20) authors with (20) papers of each 48.3 0.49 0.45 
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Authors were chosen from a group of 20 in this section. The number of authors who have each con-
tributed at least 20 research publications, together with the names of those writers, has been narrowed 
down to a select group. We chose four, eight, twelve, sixteen, and twenty writers from a manuscript 
having the aforementioned number of contributions. However, all of these are not identical, and the ra-
tionale for selecting numerous authors identify the recital effectiveness of our model when it is given di-
verse text-files of research articles by the different validation and sources is gained to properly classify 
authors. As more authors are included in the data values, the identification process becomes more diffi-
cult because the model is unable to tell which authors belong to the true author. There are at least 20 re-
search papers written by each of our authors, who were chosen from a pool of hundreds of applicants for 
consideration. A random sample of four, eight, 12, and 20 authors were chosen to write research articles. 
Accuracy levels range from 79% to 67% to 68% to 58% to 58% to 48%... Because it has more data to train on, 
the accuracy decreases as the number of writers increases.  

In addition, the fact that additional data for training makes it more efficient in the testing phase has 
also been shown. It has a 0.80 F-measure value for four authors with 20 papers by each author, 0.67 for 
eight, 0.59 for 12, and 0.50 F-measure values for 16 writers with 20 papers by each author. This paper has a 
maximum F-measure score of 4. Each author has 20 papers. With four authors and 202 papers, the kappa 
statics performance value is 0.72, which is the highest in this table. When there are eight authors, the score 
drops to 0, 63; when there are twelve authors, it drops to 0, 53; when there are sixteen authors, it drops to 
0, 45; and when there are twenty authors, it drops to 0, 45. The total performance for a randomly selected 
dataset is better than that of the first author and the first three authors collectively. 

 
Figure 14. Dataset accuracy part C (Somebody of authors)  

 
Figure 15. Dataset for F-measure part C ( Anyone of authors) 
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Figure 16. Dataset for F-measure part C (Anyone of authors) 

 
4.5 Performance metrics 

There are a variety of measures for measuring the performance of machine learning systems. Metrics 
can be used for a variety of purposes, depending on the nature of the output. As a rule of thumb, classi-
fication and misclassification rates of the applied model are taken into account while selecting a classifier. 
Table 9 displays the metrics that were chosen, along with a brief discussion of each. As a combination of 
several single evaluation values, these three metrics --indicate how important these selected measures are. 
 

                                   Table 9. Performance Metrics                        

 

 
The model's overall accuracy is also a measure of the model's evaluation limit. Weka machine 

learning output is evaluated using a variety of measures depicted in Figure 13. Running a built-in dataset 
from the WEKA repository yields the performance figures and outcomes. 

These are the key metrics for evaluating job performance that were discussed in detail in Chapter 3. 
Only three performance indicators, namely accuracy, f-measure, and Kappa stats, are employed in this 
study. 
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Figure 1. Performance Key Matrices in Weka 

 
5. Conclusions 

Identifying the writers of a piece of writing, whether anonymous or not, is a procedure that focuses 
solely on the writing style and not on the content itself. The primary goal of this article is to examine and 
apply a variety of categorization approaches to research articles that analyze author identity and the 
content of those texts that are in dispute. Researchers' earlier work is also discussed and elaborated upon. 
After that, we were able to exhibit better findings from our experiments. Authorship detection using 
machine learning is discussed in this article, and we demonstrate how to use a support vector machine in 
practice. With feature spaces of high dimensions and sparse data for individual cases, the SVM technique 
is particularly well-suited to the aforementioned problem. Across all experiments, it was found that the 
SVM was effective at determining the authorship of research publications. SVM was used to classify two 
sets of data in that study. Sections A and B of the experiment are referred to as Experiment A and B, re-
spectively. 500 research papers from conferences and the majority of them from Google Scholar are in-
cluded in Experiment A.  

All articles with authors who only contributed to a single research paper were likewise deleted in the 
following iteration. We now have a final set of 400 research papers after all the data has been cleaned up. 
A, B, and C are the three subsets of the 400 research papers for high performance that were further sub-
divided. In dataset A, the only author of a research paper that can be recognized is the first author, 
whereas in dataset B, the first three authors of a research paper are the only ones that can be identified. 
Our model was able to train quickly and evaluate good performance on these limited research criteria in 
these datasets as a result of an increase in both the number of authors and the number of publications that 
were included in the dataset. Experiment B formalizes and assesses a second dataset as a complete dataset 
with a low yield due to the dataset's enormous number of files and various data domains. The poor yield 
is due to the fact that the dataset contains numerous data domains. Because we can utilize any words and 
letters as attributes in SVM, we are exempt from the need that select particular features. Aside from that, it 
makes no difference how the features are weighted or preprocessed because the outcomes of using nu-
merous ways are the same. 
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