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Abstract: The ability to predict future sales is essential for modern firms. The already difficult work of 
sales forecasting is made much more difficult by a lack of data, missing data values, or outliers. 
Regression has a stronger relationship with sales forecasting complexity than time series does. Intricate 
patterns in the dynamics of sales that also involve a range of risk factors can be discovered using 
machine learning algorithms and supervised machine learning techniques. A company's sales 
projections need to be correct for it to succeed. By utilizing a reliable sales projection model, businesses 
may identify potential risks and make smarter decisions. In this study, Rossmann sales data will be 
analyzed using the Extreme Gradient Boosting (XG-Boost), FB-Prophet, and autoregressive integrated 
moving average (ARIMA) prediction models. A corporation can reduce costs associated with excess 
inventory, make future plans, and boost profitability with the use of an accurate sales forecast. Therefore, 
the model needs to be assessed using statistical techniques like R2, RMSE, and MAE. To determine if 
models are more accurate at predicting sales, the results are employed. 
 
Keywords: Sales Forecasting; Machine Learning; Time Series; FB Prophet; ARIMA; Extreme Gradient 
Boosting. 

 
1. Introduction 

Since data engineering (DE) & analytics have advanced, business analytics have become a crucial 
component of all business support systems. In this regard, demand and sales forecasting are key components 
of business analytics solutions, & businesses need to have a precise sale prediction to employ their S & OP 
(operations and sales processes). The growth of the e-commerce and logistics sectors in recent years has altered 
the scope and pace of supply chain demand [1][2]. When it comes to marketing, sales, manufacturing, and 
procurement planning, manufacturers and retailers may make beCer decisions with the help of a detailed 
prediction of a product's prospective sales. In the past, Businesses created goods without considering customer 
demand or sales volume. For each manufacturer to decide whether to increase or decrease the production of 
numerous units, information about the demand for products on the market is required [3]. Managers at firms 
and companies frequently forecast sales at random. However, competent managers are become harder to find 
and less dependable. Sales forecasting can be assisted by computer programmers that can step in for capable 
managers, when they are absent or provide them with the information, they need to make the best decision by 
giving potential sales projections. One method to put this idea into effect is to try to create a computer 
programmer that simulates the skills of professional managers [4]. Without considering these principles, 
businesses that compete in the market face the threat of failing. Different parameters are applied for the 
demand and sales analysis for each business. Businesses involved in the production, distribution, or retail of 
goods can profit enormously from accurate and timely revenue forecasting, also known as revenue forecasting 
or sales forecasting, in today's fiercely competitive economy and rapidly evolving customer environment [5]. 
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Predicting future sales to aid decision-makers in making beCer choices regarding planning, supplying, 
production, and marketing activities is termed sales forecasting. Companies employ a variety of tactics to 
sustain their sales levels over an economic year. One of these strategies is to organize sales promotions where 
a variety of goods are provided at lower costs to the merchants in demand to display additional quantities of 
good for a set period of time. In this project, we will do a predictive study of Rossman's sales using a large data 
set[ 6]. When models & statistical analysis are employed to create forecasting, sales forecasting is typically 
thought of as a time-series problem. If machine learning techniques are used to find underlying paCerns and 
trends in historical time series sales data and then use those paCerns and trends to predict future transactions, 
either in the long-term or the short-term, it may also be thought of as a regression problem. 

The benefits of sales prediction vary depending on the activity of the supply chain. Sales forecasting may 
help manufacturing companies with all their planning & decision-making procedures, from inventory 
management & production planning to marketing initiatives and sales. The lack of an accurate and effective 
demand prediction solution results in faulty forecasting despite the significance of sales forecasting [7]. 

 

 
Figure 1. Benefits of Sales Forecasting 

It is challenging to estimate the amount of money an organization will save as a result of accurate sales 
forecasting, even if the foundation of these benefits can be assumed to be. For manufacturers, distributors, and 
retailers in general, sales forecasting is an important factor to take into account. It is also a key task for many 
businesses engaged in supply-chain activities. The benefits of sales prediction vary depending on the supply 
& demand chain activity. Supply management, production planning, sales & marketing initiatives—all of these 
planning & decision-making processes—may benefit from sales forecasting in manufacturing organizations 
[8].     

A collection of data points that were gathered at regular intervals between related points in time is known 
as a time series. Using only historical data, time series forecasting generates predictions. There must be enough 
trustworthy historical data available [6]. The classical time series forecasting techniques are employed in this 
thesis to establish a baseline against which the machine learning techniques can be measured. A general issue 
with significant practical value across many fields is time series. Because it makes it possible to infer, with a 
certain amount of inaccuracy, what a series' future values will be from its past values [9].   
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The design of the prior system could not produce precise results data that could classify the sales 
appropriately[10]. Some machine learning regressors have been tested on datasets and can predict the results. 
We need to develop a system that can predict sales more precisely, and by using machine-learning techniques, 
we can increase the efficiency and precision of our system. 

Two major contributions made by our work are as follows: 
1. To determine the crucial characteristics that have the biggest effects on sales. 
2. To compare the best algorithms to get the best sales forecasting model. 

Section I contains a through introduction to sales forecasting, machine learning, benefits of sales 
forecasting and objectives. Section II contains a discussion of the literature review. In this part, we examined a 
few studies that employed machine learning techniques to forecast sales. We discussed the applied approaches 
in Section III. The suggested algorithms and the outcomes of the experiments are presented in Section IV. 
Section V presented the Conclusion. 
 
2. Literature Review 

In this study, hybrid demand forecasting methods based on machine learning techniques such as 
ARIMAX and neural networks were developed. The devised technique took time series and explanatory 
factors into account. The technique was used and assessed in relation to a functioning product. It was revealed 
that there were statistically significant variations in the improvement of supply chain performance between 
traditional and ML-based demand forecasting strategies. [11].  

Applied several machine learning techniques, such as RFR (Random Forest Regression), SVR (Support 
Vector Regression), & DTR (Decision Tree Regressor), as well as deep learning techniques—ANN (Artificial 
Neural Network), & LSTM (Long Short-Term Memory)—to deal with demand prediction based on marketing 
expenses [12]. As a result, the accuracy of demand forecasting was examined using a real market dataset from 
a television manufacturer that included advertising costs, sales & demand forecasting via selected machine-
learning approaches. Therefore, it was shown that Long Short-Term Memory surpassed other models in 
delivering extremely accurate predicting results. This study proposed a neural network sale prediction 
algorithm to forecast Walmart sales. NN models using datasets provided by the Kaggle platform were also 
evaluated. Studies revealed that the NN model performed beCer than other machine learning models. In 
comparison to the SVM and linear regression techniques, the RMSE value was 2.92 and 2.58 smaller, 
respectively [13]. To forecast product sales, the extreme gradient boosting (XG-Boost) algorithm a supervised 
learning approach was used in this study [14]. If the provided data are inadequate to aCain the desired 
accuracy, the generated model was trained and evaluated using the AD (Augmented Data) approach. The AD 
technique offered a fair level of accuracy when compared to the results utilizing the baseline dataset with few 
records. Using the RMSE and MSE (Mean Square Error) metrics, it was feasible to minimize the prediction 
error by almost an order of magnitude.  

The study [15] used point-of-sale (POS) data gathered over three years to create a sales prediction model 
based on a day's sales. As a consequence, an L1 regularization-based deep learning model obtained an 86% 
accuracy rate in forecasting sales. Even when there were hundreds of characteristics for each of the several 
product categories, the estimated accuracy did not decrease by more than 7%. In contrast, the accuracy 
decreased by roughly 13% when the logistic regression model was used. These results demonstrate that deep 
learning was particularly well suited for creating models with various features. The XG-Boost model's 
implementation and evaluation were described in this study[16]. To enhance data quality, XG-Boost made full 
use of precisely crafted data filler algorithms for missing values. Based on a thorough investigation of the 
effects of numerous variables on sales via information collection and data correlation, the most indicative 
characteristics from the set of features for prediction were selected. Numerous tests have shown that Fore XG-
Boost can produce accurate predictions with liCle overhead. 

In this research, several forecasting models were used [17]. Two conventional time-series forecasting 
techniques, Triple Exponential Smoothing and SARIMA (Seasonal Autoregressive Integral Moving Average), 
were employed. Then, more advanced methods like the Prophet framework, LSTM (Long Short-Term 
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Memory), & Convolutional Neural Networks (CNN) were applied. The models' outputs were assessed using 
a variety of accuracy measurement methodologies, including MAPE (Mean Absolute A percentage Error) & 
the RMSE (Root Means Squared Error). The outcomes demonstrated that the Stacked LSTM approach beat out 
the competition. The outcomes also showed that the CNN and Prophet models performed well. In this 
investigation, The kernel neural network (and linear regression approaches were used to evaluate Rossmann 
sales data. An organization may increase earnings, save expenditures related to excess inventory, and make 
wise decisions for the future by using an accurate sales prediction. The model must thus be evaluated using 
statistical methods like the RMSE and MAPE. The results were used to decide whether a classifier is more 
suitable for forecasting sales. [10]. 

The goal of this research was to create a three-step, cluster-based, data-driven demand forecasting method 
for the retail sector. Customers were first divided into groups according to their recent, frequent, and monetary 
(RFM) traits. Customers with comparable purchasing habits were identified as a group, establishing an ordered 
relationship between their transactions. The second step was forecasting demand for each consumer segment 
using time-series analytic techniques. Last but not least, the predicting results from several time series 
techniques were combined using Bayesian model averaging (BMA). Analysis of related case studies is used to 
demonstrate the applicability of the suggested approach and to show how the daily demand prediction 
accuracy has improved [18]. 

The CNN-LSTM (Long, short-term Memory-Convolutional Neural Network) model was proposed in 
research to forecast retail demand. [19]. The Swish Activation Function is present in this particular model. It 
outperformed ReLU's (Rectified Linear Unit), the most widely used and traditional activation function. Data 
from 10 retailers, with 50 goods each, were used as the input. In the proposed work, models for forecasting 
sales included convolutional neural network models, multilayer perceptrons, long short-term memory cells, 
and and others. The experiment's findings recommend utilizing the CNN-LSTM Model because of its 
significantly lower RMSE (Root Mean-Squared Error). 

Based on a careful examination of the characteristics of a specific algorithm approach, long and short 
memories neural network models, and in conformity with the information set supplied by a chain of 
supermarkets in Kaggle, an XG-Boost-LSTM artificial neural network a fusion framework for forecasting sales 
and a conventional time-series data forecasting framework were built to contrast the experimental results. 
According to the experimental findings, the XG-Boost-LSTM neural network forecast model surpasses the time 
series prediction model in terms of accuracy, which can offer a crucial scientific basis for the chain of 
supermarket sales forecasting [20]. 

In this study [21] a technology called FB Prophet was suggested for using data from supermarkets to 
predict sales. A few prediction models, including the ARIMA (Autoregressive Integrated Moving Average), 
the model additive model and the FB-Prophet model, have been studied in the suggested research effort. FB 
Prophet was shown to be a beCer prediction model from the proposed research effort in conditions of reduced 
error, beCer forecast & beCer fiCing. 

A machine learning-based model for accurate and efficient sales forecasting was put forth in this paper 
[3]. The initial purpose of feature engineering was to extract features from past sales data. Additionally, the 
same aCributes were utilized for projecting future sales amounts using extreme Gradient Boosting (XG-Boost). 
The results of the experiment using a publicly accessible dataset of Walmart retail products supplied by the 
Kaggle database competition revealed that the recommended model performed remarkably well for revenue 
predictions with fewer computational resources and memory.  

In this study, regression techniques were applied to the issue of predicting sales. LASSO, Linear, Ridge as 
well, Random Forests (RF), a Decision Tree (DT), an Extended Tree, and XG-Boost were the regression 
techniques employed for these forecasts. Additionally, using a publicly accessible dataset and performance 
indicators like MAE, WMAE (Weighted MAE) & RMSE, the efficacy of the mentioned models was determined. 
The findings of the trial show that the RF (random forest) strategy produces superior results to other 
approaches [1]. Microsoft's Azure ML Studio models were applied to Walmart sales data. The following 
regression techniques were applied: NN regression, linear regression, Bayesian regression, BDTR (boosted 
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decision trees regression), and DFR (decision forest regression). The seasonal ETS, non-seasonal ETS, SARIMA, 
or (seasonal ARIMA), non-seasonal ARIMA, a drift method, mean method, and naive approach of time series 
analysis were utilized as well as these regression techniques. The outcomes showed that this sales data was 
best handled using Boosted DT Regression [22]. 

This study [23] employed multivariate regression models with data from time series models, stock market 
values, and social media [24]. LSSVR models (least squares support vector regress) were used to handle 
multivariate data. Three data sources were utilized to forecast monthly sales: stock prices, sentiment ratings 
from tweets, and hybrid data. Both stock market prices and sentiment ratings derived from tweets are included 
in the hybrid data. Among the time series models are the naïve approach, the exponentially smoothed (ES) 
approach, the model of ARIMA, the SARIMA approach, the BPNN, or (backpropagation neural network) 
structure, & the LSSVRTS model. The findings show that compared to other models employing unique data, 
LSSVR models can generate more accurate results when using hybrid data and de-seasonalizing strategies. 
 

Table 1. Summary of Existing Work 
References Year Contribution Findings  

[24] 2021 Three machine learning models, 

Two deep learning and Two linear 

models were used  

Adding more cost and date 

information aided with prediction, 

ML and deep learning models did 

not appear to have any clear 

advantages in prediction 

[25] 2021 Regression and Classification 

Model  

(XG-Boost, Polynomial regression, 

linear regression, and Ridge 

regression) were used. 

Ridge and XG-Boost gave beCer 

prediction than the Linear & 

polynomial approaches. 

[34] 2021 Linear Regression, Ridge, 

XG-Boost   were used 

 

XG-Boost gave beCer accuracy than 

traditional machine-learning 

models 

[26] 2020 Combine XG-Boost and feature 

engineering 

XG-Boost Performed beCer than the 

Ridge algorithm and logistic 

regression algorithm   

[27] 2020 proposed a GBDT-based Light 

GBM model 

Light GBM had beCer prediction 

compared with SVM and linear 

regression model 

[3] 2020 XG-Boost and Feature Engineering 

were used 

XG-Boost showed good results with 

less processing power and memory 
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[28] 2020 Data mining, the Best-Worst 

Method (BWM), and the Random 

Forest Model) 

This technique could be used as a 

backup plan to enhance customer 

service, improve inventory 

management, and foresee future 

financial gains. 

[29] 2019 RNN and ARIMA along with  web 

crawler technology implemented  

It was anticipated that the deep 

learning approach, characterized by 

a neural network, would overtake 

other forecasting techniques 

 
3. Materials and Methods  

The approach used to complete this thesis work is described in the section that follows, along with a brief 
overview of the data analytic steps taken to prepare the data for forecasting. The design and structure of the 
proposed work is presented in Figure 2. 
 

 
Figure 2. Step by step process of Proposed Methodology 

3.1 Overview of the Dataset 
Datasets were gathered from the Kaggle website's Rossman store Sales Competition page. Store.csv, 

Test.csv, Train.csv and Sample Submission are four separate files. In-Store, there are several features.csv 
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providing store type, selection, competition distance, and price Promo, Promo-Since-Week, Promo-Since-Year, 
Promo-Interval, Competition-Open-Since-Month, Competition-Open-Since-Year. Features like Id and sales can 
be found in the sample_submission.csv file. Finally, genuine sales figures and some history data are available 
in train.csv.  
3.2 Performance evaluation measures 

Three different algorithms were applied to the dataset, and their accuracy and other statistical metrics 
were evaluated in order to determine the most effective algorithm. ARIMA, XG-Boost and FB Prophet were 
the algorithms employed. These algorithms were compared based on the measures chosen to evaluate their 
performance. The dataset's time series features are taken into consideration while choosing the model for XG-
Boost, ARIMA and PROPHET utilizing the spliCing approach. The best ratios for validation, training, and test 
sets were produced by the spliCing approach. 

Before using time series data in an ML analysis, preprocessing is advised. Data preparation for the 
forecasting computations involves two critical steps: missing value data normalization and analysis. 
Additionally, determining if the data is static or not is important since static data contains a time-dependent 
component that might impair forecast accuracy [17]. The input variables to be utilized for the sales forecast 
will be chosen after conducting stationary and missing value analyses. A data normalization job will then be 
employed for additional investigation. A critical stage in forecasting models is selecting the independent 
factors that will predict a dependent parameter. The fact that there are too many parameters accessible, there 
is a relationship between the input parameters, or some of the parameters have low predictive ability, among 
other factors, can make this work challenging. The predictive capacity of the model is improved by selecting 
the appropriate input parameters, and since there are fewer parameters to calculate with, the required 
computing time is also reduced. 
3.3 Treatment for Missing Values 

Handling missing values in the data set is a very fundamental first step because some machine-learning 
algorithms just remove the rows with missing values, which results in a smaller training data set and ultimately 
lower predictive accuracy. 
3.4 Feature Engineering 

The process of selecting the characteristics that are most important for projecting the target variable is 
known as feature selection. By selecting the elements that are necessary for the predicting of the target variables 
and deleting the rest, this approach allows for the reduction of the model's dimension. The impact of a variable 
on prediction accuracy is taken into consideration by feature significance when selecting the top contributing 
characteristics in the feature space. After the training phase, the model will determine the link between the 
characteristics or independent variables and the objective or dependent variable. Simply said, the model learns 
from previous examples that are provided in training data to forecast future situations. The trained model may 
then be used to predict the values or labels of the test data set. 

 
4. Results 

This section serves as as a summary of the research's results and a graphic representation of its progress. 
First, we present the entire machine-learning pipeline that was created for this project. The outcomes of using 
this ML pipeline for the data from our case study are then presented. Different machine learning (ML) 
algorithms have been used to forecast the sales of different retail business datasets, and several evaluation 
techniques including RMSE (Root-Mean-Squared-Error), MAE (Mean-Absolute-Error), and R2 (Root-Square) 
are computed and assessed. Different ML algorithms have been used to predict the sales of different retail 
stores datasets and different evaluation methods like RMSE (Root-Mean-Squared-Error), MAE (Mean-
Absolute-Error) and R2 (Root-Square) are calculated and evaluated. examined ML Autoregressive integrated 
moving averages (ARIMA), extreme gradient boost (XG Boost), and FB Prophet are the models that were 
employed in the experiment. This study's dataset was obtained via Kaggle.  
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4.1 Result Analysis 
Google Collab, which is suitable for Python programming jobs, served as the simulation tool in this study.  

Google Collab write and run Python 3 code Without a local setup.  Run terminal commands from the Notebook. 
Imports data from outside sources like Kaggle. Notebooks can be saved to Google Drive. 
4.2 ACribute Representation 

The Kaggle website provided the dataset. There are 15 variables in the dataset. Included in this list are the 
following: ID, the store, Sales, Users, Open, State Holiday, School vacation, Store Type, Assortment, 
Competitive Distance, Tournament Open From Month, Competition Open From Year's Revenue, Promo2, 
Promo2SinceWeek, Promo2SinceYear, and Promo Interval. The dataset's multivariate values demonstrate that 
several variables are simultaneously affecting sales. 

 
Figure 3. ACributes Representation  

Thirteen variables from the dataset along with their first five values of the sales dataset are shown in figure 
4. 

 
Figure 4. The first five rows of the sales dataset 

4.3 Checking Correlation between Columns  
The correlation between the variables is calculated and displayed as a heat map after the confirmation that 

the data is balanced. The positive relationship between the variables is clearly shown by the heat map. Separate 
training and testing sections of the data set are provided. The algorithms are employed once the data has been 
prepared. The accuracy of the algorithm was learned from the results. The root mean square error (Root Mean 
Squared Error), Root-Square(R2), and the use of MAE (Mean Absolute Errors) were used to identify the faults.  
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Figure 5. Heat map for correlation of aCributes 

4.4 Histogram of ACributes 

 
 

Figure 6. Histogram of ACribute 
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We can observe from these histograms that each feature has a unique range of distribution. The graph is 
represented with 10 bins for each variable from the dataset.                       
4.5 Exploratory Data Analysis (EDA) 

Google Collab was used as a tool for exploratory data analysis (EDA) and visualization. Because the 
efficiency with which the information is prepared and presented determines how successful a machine 
learning methodology will be. Analyzing the target variable first.        

   

 
Figure 7. Analyzing the Sales variable 

The chart allows one to get the conclusion that the data is fairly balanced. Various data set aCributes, such 
as the Holiday property, which has values of 1 (Open) and 0(Closed)., may also be used with bar plots.  

 
 

Figure 8. Dataset description 

       Over two years, stores were halted for 155 days. 
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Figure 9. Subplot of four different types of stores 
In Figure 9, a Subplot among four different stores data is presented each store is labeled with different 

color and these are grouped by according to their mean values of total sales of each store. 
 

Table 2. Results of machine learning algorithms applied 
Models R2 RMSE MAE 
 
XG Boost 

 
 0.936 

 
5.2567 

 
4.1429 

 
FB Prophet 

 
 0.824 

 
8.9231 

 
7.6714 

 
ARIMA 

 
 0.368 

 
1113.4 

 
970.50 

 
Table 2 demonstrates that PROPHET and XG-Boost fit the training and validation sets much beCer. But 

ARIMA is worse than XG-Boost PROPHET. 
 
5. Conclusions 

The goal of this thesis was to identify which methodology, out of the three under consideration, could 
anticipate net sales for the shop’s dataset the most precisely. 
Additionally, one of the goals was to see if machine learning techniques could be utilized to develop sales 
estimates using the given data. The data set was subjected to three different applications before being 
compared between them. An overview of the findings from the performance metrics applied to compare the 
strategies is shown in Table 2 Looking at Table 2 makes it clear that the machine learning techniques work 
beCer since they produce superior RMSE, MSE, and R2 outcomes for the testing data set. 

The sales data set has been carefully examined to achieve this. In the 60-day projection, models generated 
values that may be deemed successful. The XG-boost, ARIMA, and PROPHET packages in Google Collab were 
discovered to be very significant factors in this regard. It is evident that XG-Boost provided beCer results from 
Table 2 and ARIMA did not perform well on large-scale dataset, XG-Boost outperformed them all. 
5.1 Future Work 

In future, we can try to incorporate more accurate data into the ongoing investigation. Machine Learning 
has the benefit of evaluating data and important variables so that you can use several Machine Learning 
approaches to construct a systematic approach. Another approach deep learning algorithms can also be studied 
for the challenges of sales prediction.  
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