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Abstract: In today's society, social media serves as a significant platform for information sharing, 
especially during news events when real-time updates are provided. Its accessibility, speed, and 
simplicity make it a valuable source of firsthand knowledge, enabling individuals to stay informed 
and connected, even during disasters. However, alongside its benefits, social media also harbors 
misinformation or rumors, which spread rapidly and can have detrimental effects. These rumors, 
unverified statements circulating on social platforms, can hinder the effectiveness of social media, 
particularly during crises, by disseminating false information and impeding real-time assistance ef-
forts. Various approaches, including manual and automated classification models, have been em-
ployed to identify and address rumors on social media. While many existing methods focus on 
known rumor stories and predefined features, our research adopts a novel top-down approach that 
considers real-time tweets. We propose training multiple machine learning algorithms using an em-
path method to automatically extract additional features for classifying rumors and non-rumors. By 
incorporating these features, we aim to enhance the accuracy of rumor detection compared to pre-
vious methodologies, ultimately improving the efficacy of social media in disseminating reliable 
information. 
 
Keywords: Rumor Detection; Machine Learning; Social Media; Logistic Regression; Aritificial 
Intelligence; Feature Detections. 

 
1. Introduction 

The rapid growth of social media platforms, such as Twitter and Facebook, has led to a surge in the 
availability of information shared through these channels [1]. Individuals increasingly rely on these plat-
forms as primary sources of information, yet there is often little oversight over the quality of content being 
generated, resulting in the widespread production of rumors [2], [3]. 

The emergence of social networking sites has revolutionized the landscape of news reporting and 
journalism [4]. While primarily used for social interaction, social media also serves as a crucial medium for 
disseminating important information [5]. Its real-time nature enables users to share firsthand accounts of 
events and provide assistance during disasters, facilitating rapid communication and aid delivery [6]. 
However, social media's role as a news source is not without challenges, particularly concerning the spread 
of rumors [7], [8]. 

The proliferation of rumors on social media poses significant risks, as false information can quickly 
gain traction and undermine public trust [9], [10]. Users often lack the ability to discern between rumors 
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and factual content, leading to the widespread dissemination of unverified information [11]. Rumors, de-
fined as unconfirmed statements circulating within a community, can have varying outcomes—either 
proven true or false upon verification [12], [13]. 

Historically, news dissemination relied on traditional media outlets, such as newspapers and radio, 
which were susceptible to rumor propagation due to the absence of centralized control [14]. However, 
advancements in communication technology, such as radio and television, revolutionized news broadcast-
ing, enabling real-time reporting and global coverage [15], [16]. The advent of the internet further trans-
formed the media landscape, with social media platforms now playing a prominent role in news consump-
tion [17], [18]. 

Despite the benefits of social media, concerns about misinformation and fake news persist [19], [20]. 
False information can spread rapidly on these platforms, with users often sharing content without verify-
ing its accuracy [21], [22]. The proliferation of fake news has raised significant challenges, particularly dur-
ing events like the COVID-19 pandemic, where misinformation can exacerbate public confusion and panic 
[23]. Addressing the issue of misinformation is paramount to safeguarding the integrity of online infor-
mation sources. 

The proposed research aims to develop an automatic rumor detection system to distinguish between 
rumors and non-rumors based on structured data features [24]. By leveraging machine learning techniques, 
we seek to streamline the feature extraction process, thereby enhancing the efficiency and accuracy of ru-
mor classification [25]. Our research focuses specifically on Twitter data, analyzing tweets to identify and 
classify rumors, thereby contributing to the broader efforts to mitigate the spread of false information on 
social media [26]. 

The primary objectives of the research include early identification of rumors, fostering trust in social 
networks, and reducing the dissemination of misleading information [27]. The study's scope encompasses 
the development of classification models trained on Twitter data to detect rumors, with a focus on regular 
user-generated content [28]. While the research is limited to Twitter, its findings have implications for un-
derstanding and addressing misinformation across various social media platforms [29], [30]. By advancing 
our understanding of rumor detection, this research seeks to mitigate the negative impacts of false infor-
mation on society [31], [32], [33]. 
 
2. Literature Review  

The literature review explores existing research related to rumor detection and the challenges posed 
by misinformation on social media platforms. It begins by discussing the growing importance of social 
media as a primary source of information and the emergence of rumors as a pervasive issue in online 
discourse. 
2.1 Rumor Detection and the Role of Social Media  

Numerous studies have highlighted the significant role of social media platforms, such as Twitter and 
Facebook, in disseminating information [1]. These platforms offer unprecedented access to real-time up-
dates and user-generated content, making them invaluable sources of information during events like nat-
ural disasters and emergencies [2]. However, the unchecked nature of social media content has also led to 
the rapid spread of rumors and misinformation [3]. 

Researchers have identified rumors as unverified or false statements that circulate within online com-
munities, often leading to confusion and misinformation [4]. [34]. The prevalence of rumors on social media 
can have serious consequences, including the erosion of public trust and the dissemination of harmful 
information [5]. Therefore, there is a pressing need for effective rumor detection mechanisms to mitigate 
the impact of false information [6]. 

Existing studies have explored various approaches to rumor detection, including manual and auto-
mated methods [7]. Manual approaches typically involve human moderators who manually identify and 
verify rumors based on specific criteria [8]. While this method can be effective, it is labor-intensive and 
time-consuming, making it impractical for handling large volumes of social media data [9], [35]. 
2.2 Remor Detection Techniques 

Automated rumor detection techniques leverage machine learning algorithms to analyze social media 
content and identify patterns indicative of rumor propagation [10]. These algorithms can process vast 
amounts of data quickly and efficiently, enabling real-time detection of rumors [11]. However, automated 
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methods face challenges in accurately distinguishing between rumors and non-rumors, as well as in han-
dling the dynamic nature of social media content [12], [36]. 

Recent research has focused on developing sophisticated machine learning models for rumor detec-
tion, incorporating features such as sentiment analysis, linguistic patterns, and user behavior [13]. These 
models aim to leverage contextual information to improve the accuracy of rumor classification [14]. How-
ever, challenges remain in developing robust algorithms that can adapt to evolving online discourse and 
effectively filter out false information [15]. 

In addition to technical challenges, researchers have also highlighted the ethical implications of rumor 
detection algorithms, particularly concerning privacy and free speech [16]. Automated systems must strike 
a balance between protecting users' privacy and detecting harmful content, while also avoiding censorship 
and stifling legitimate discourse [17]. Addressing these ethical concerns is essential to ensuring the respon-
sible deployment of rumor detection technologies [18], [37], [38]. 

Overall, the literature review underscores the growing importance of rumor detection in addressing 
the challenges of misinformation on social media platforms [19]. While significant progress has been made 
in developing automated detection methods, further research is needed to improve the accuracy and scala-
bility of these techniques [20]. Additionally, researchers must consider the ethical implications of rumor 
detection algorithms and work towards developing frameworks that prioritize user privacy and free ex-
pression [21]. By addressing these challenges, future research can contribute to the development of more 
effective strategies for combating misinformation online [22]. 
 
3. Research Methodology 

This chapter outlines the broad framework of the study we have done, including the datasets, algo-
rithms, tools, and methods that were employed to get the results we sought. The major objective of the 
research is to identify tweets as rumors or non-rumors by combining the existing machine learning algo-
rithm with characteristics that are automatically extracted. Tweets contain different features which are 
helpful in rumor detection but are not identified by humans easily. Additionally, feature extraction by 
hand requires a lot of time; consequently, we develop the empath module to extract features automatically. 
These features increase the overall capability of the machine learning models to identify tweets accurately 
as true or false. This chapter describes the approach employed in the current study to distinguish between 
rumors and non-rumors. Figure 1 illustrates the overall proposed method.  

There exist some websites that exist to look at the veracity of the content associated with news pub-
lished on-line on distinctive social media platforms. Those systems are PolitiFact and Snopes. Also, there 
are certain repositories that may be used by a variety of academics to maintain an updated list of these 
resources and websites for fact-checking. We chose an online-accessible dataset for our experimentation. 
The datasets incorporate both fake and real tweets. More details about the dataset are given in section 3.3. 
Discussion about the classification models used along with automatic features are mentioned in section 
3.5. Accuracy, precision, recall, and F1 scores are used to evaluate performance. The section 3.6 that follows 
provides more information on performance evaluation. 
3.1 Proposed Framework 

The general layout and logic of the suggested approach are depicted in Figure 1. The figure explains 
how the system works. Our work grants scientific literature by having a system which determines the 
veracity value of tweets by using machine learning models combined with automated features. 

This section provides a high-level overview of the pipeline's intended operation, whereas Section 3 
provides a more in-depth breakdown of how each step is carried out. 

First of all, we collect data from the world wide web using different sources. Additionally, there are 
several websites on the internet that are in charge of data verification. Online tools like politifact and snopes 
are in charge of determining the veracity of the information accessible. Some scholars maintain a current 
list of these websites and resources. 

The dataset that is used in our research contains tweets from multiple twitter accounts consisting of 
both a mixture of rumor and non-rumor. These tweets are in textual form with attributes such as pro-
file_background_color, profile_sidebar_border_color, time_zone, default_profile, listed_count, sta-
tuses_count, friends_count, location, default_profile_image, profile_location etc. Majority of such attrib-
utes have no use in veracity classification of rumor and non-rumor, so we skip them. We have taken only 
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a few of them which are helpful in identification of rumor and non-rumor that are retweeted, re-
tweet_count, tweet. Before extracting the automated characteristics, several data cleaning procedures are 
used to the datasets to make them consistent. We used a program called Empath to automatically extract 
the characteristics from the tweets, which produced a number of different variables such as the pride, cold, 
hate, cheerfulness, aggression, help, envy, dance, anticipation, family, vacation, domestic_work, sleep, 
crime, attractive, prison, health, office,  dispute, money, nervousness, wedding, government, medi-
cal_emergency, weakness, horror, swearing_terms, leisure, suffering, occupation, royalty, masculine, 
wealthy and a few others; in total, 196 distinct criteria may be used to categorize a given tweet. 

A training set included 70% of the dataset we were utilizing, while a testing set comprised 30%. We 
utilized each dataset independently for model training and assessed accuracy. 

Various metrics, including accuracy score, precision, recall, and F1 score, are employed for assessment 
purposes. These assessment metrics are also used as a basis for comparison. 

 

 
Figure 1. Flowchart of the System 

3.2 Tools for experiments 
Programming language we have used for our experiment is python. scikit-learn is launched in python 

for the purpose of evaluation and training different classification models. The names of the libraries that 
were used are NumPy, pandas, matplotlib.pyplot, seaborn, Empath. To extract the features automatically 
from the tweet’s library called Empath () were used. 
3.3 Dataset Collection 

The preliminary level includes amassing the datasets which consists of tweets from a couple of fields 
such as sports activities, politics, health, events occurring and technical knowledge. Online resources in-
cluding blogs, social networking platforms like Facebook and Twitter, news websites, etc. provide a wealth 
of pertinent material. There are also well-known websites for manually checking the truth value of the 
data; these are politifact.com and snopes.com. Their collection has a lot of news articles which are verified 
manually through different sources, considering limitations with these websites are, they acknowledge a 
single domain i.e.: politics and publish political data only. 

In current research we have used a dataset composed of tweets from multiple domains. This dataset 
is freely available online on the world wide web. More details about data are provided in the section 2.6. 
3.4 Data Cleaning and Exploration 

The dataset used incorporates a few features that are beside the point and also there are some struc-
tural uncertainties in the datasets. To make a data structurally uniform we have to preprocess the data 
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before utilizing it with any training models. The tweets supplied within the dataset are from more than 
one domain and are received on-line on the arena huge web. The data set consist of such features which 
are irrelevant especially to the current problem of rumor detection therefore we removed them for struc-
tural uniformity. The list of features that are removed are profile_background_color, profile_sidebar_bor-
der_color, time zone, default_profile, listed_count, statuses_count, friends_count, location, default_pro-
file_image, profile location etc. while some of the features that are kept are tweet, retweeted, retweet_count 
this makes it clear if the tweet is true or not. 
3.5 Extracting Linguistic Features   

Following the cleaning procedure, the output label and all of the tweets contained inside the dataset 
are really in uniform shape. Using a package called empath, we extract additional traits to improve our 
ability to predict whether the tweets are authentic or fake (). The library can separate the provided tweet 
text into a few neutral variables that can be used to identify the structural characteristics of a particular 
textual content. The features are broken down into a few classes and have numeric values so they can be 
utilized with training models. The list of features that are extracted automatically from each tweet are of-
fice, money, domestic work, sleep, cold, hate, masculine, nervousness, cheerfulness, aggression, occupa-
tion, envy, wedding, family, swearing terms, vacation, crime, help, attractive, prison, health, pride, dispute, 
government, dance, weakness, horror, leisure, anticipation, suffering, medical emergency, royalty, wealthy 
and various others. In total we got 196 features from multiple categories from each tweet. There is no need 
for encoding because all of the values are in numeric form. As there is no normalization in the values of 
features as percentage values ranged between 0 and 1 and word count followed by different tweets, there-
fore we do normalization and make all of the values scaled between 0 and 1. 
3.6 Feature Selection   

The last phase's retrieved features may now be utilized to train a variety of classification models. The 
information was divided into training and testing sets. We used 70% of the data for training, while the 
remaining 30% were used for testing. For splitting data we have used scikit-learn's module which is named 
as “sklearn.model_selection.train_test_split” which splits the data into two sets randomly. The two sets are 
training set and testing set and also given percentage value. In our case we have used 70% for training the 
models while 30% for testing and evaluation purposes.  
3.7 Model Performance Evaluation   

For evaluation of different training models, we have used evaluation metrics that are F1, precision, 
recall and accuracy. Details of these evaluation metrics are given below in section 2.7. 
3.8 Benchmark Algorithms   

To carry out our experiment we have chosen a freely available dataset which comprises tweets labeled 
as rumors or non-rumors. These tweets are from multiple domains including sports activities, amusement 
and politics etc. 

Logistic Regression: Logistic regression binary classification models. It is a method of statistical anal-
ysis that anticipates binary outcomes, such as yes or no, mostly based on prior observations of a statistics 
set. In this basic binary technique, classification is performed using the sigmoid function. 

Support Vector Machine: Support Vector Machines (SVM) is a supervised binary classification model 
used mainly for binary classification models and works in various kernel functions. It divides the data into 
classes by means of a hyperlane or boundary.  

Random Forest: Random forest (RF) is a classification model of different decision trees. Each tree for-
mulated differently and no dependance on the other tree for decision making. all trees work inde-
pendently[41]. It uses random features to create a forest of different trees. It takes a majority of votes for 
final decision making. 

Multilayer Perceptron: Multilayer perceptron (MLP) consists of three layers: one input layer, second 
hidden layer and third output layer. Input layer takes the input of neurons to be processed. The hidden 
layers are arbitrary in number which is the actual computational engine[40]. complex features are learned 
in hidden layers. The prediction and classification is done by the output layer containing one or more neu-
rons.   

Boosting Classifiers: By lowering the number of misclassifications, boosting classifiers also operates 
on the voting classifier principle, which improves weak learners' performance on challenging problems. 
To improve accuracy, trees are continually rebuilt and trimmed during each round. As a result, the final 
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model has greater precision and overall, less inaccuracy. Overtraining can lead to overfitting and poor test 
case outcomes, which is a drawback of boosting classifiers. For our tests, we chose XGBoost only. 
 
4. Results and Discussions 

This part examines exhaustively the exhibition results accomplished from utilizing different learning 
models. To evaluate and investigate the effectiveness of each learning model, we are using four different 
execution metrics, such as precision value, accuracy score, f1-score, and recall. It has also been looked at 
how these performance metrics differ from one another, allowing us to compare how well a particular 
model performs when compared to others when categorizing fresh articles. 

We have utilized numerous tweets and different learning models, and we talk about the exhibition of 
every metric independently exhaustively. The accuracy score, precision, recall, and f1-score achieved with 
each model are summarized in Table 1. 

Frequently referred to as support vector networks in machine learning, support vector machines 
(SVMs) are supervised learning models with corresponding learning algorithms that evaluate data for re-
gression and classification. A supervised binary classification model called SVM is utilized mostly for bi-
nary classification models and is capable of performing a number of kernel functions. It divides the data 
into classes by means of a hyperplane or boundary. we have used SVM on our data achieving the accuracy 
score of 72.1 

Logistic regression is one of the Machine Learning algorithms that is most frequently applied in the 
Supervised Learning category. It is used to forecast the categorical dependent variable using a specified set 
of independent variables. Logistic regression and linear regression are similar but for the way they are 
applied. Contrary to LR, which deals with classification problems, regression problems are dealt with by 
linear regression. Using our data, the logistic regression model yields an accuracy rating of 68.2. Next is 
Random Forest, which may be used to address issues with classification and regression in machine learning 
(ML). Random Forests achieve the accuracy of 83.47. The MLP is the most popular type of neural network 
structure, especially the 2-layer structure, in which an additional hidden layer serves as a connection be-
tween the input units and the output layer. Input layer takes the input of neurons to be processed. The 
hidden layers are arbitrary in number which is the actual computational engine. complex features are 
learned in hidden layers. The prediction and classification is done by the output layer containing one or 
more neurons. The accuracy score of MLP Neural Networks on our data is 77.58.  

 
Table 1. Evaluation of algorithms 

 
 
 
 
 
 
 
 
 

The below figure 2, shows the overall accuracy of all the algorithms we have used such as LRM (Lo-
gistic Regression Model), SVM (Support Vector Machine Model), RFM (Random Forests Model) MLP Neu-
ral Networks Model. RFM got the highest accuracy of 83% with respect to others, MLP Neural Networks 
Model follows with 77.58%. Then comes the SVM and LRM with the slight difference of 68.01% and 68% 
respectively. 

The average performance of learning algorithms utilizing specificity (Precision), sensitivity (Recall), 
and F1-score is depicted graphically in Figure 3.  

 
 

Models Accuracy Precision Recall F1-score 

Logistic Regression Model 68.2 64.7 78.2 70.81 

Support Vector Machine Model 72.1 72.73 82.46 77.28 

Random Forests Model 83.47 78.33 91.36 84.34 

MLP   77.58 76.47 84.23 80.16 
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Figure 2. Overall Accuracy Score 

 
Figure 3. Precision, Recall, and F1 Score for all Models 

 
5. Conclusion 

The prevailing neural network structure, known as MLP, particularly the 2-layer structure connecting 
input units and output layer through a hidden layer, remains prominent. However, online social entertain-
ment platforms exhibit even greater dynamism due to the diverse content shared by users, including text, 
images, and videos, disseminating rapidly. Traditional communication tools like radio and newspapers 
have largely been supplanted by internet platforms, which continually introduce new advancements. With 
ubiquitous internet access facilitated by advancements like wearable technology and smartphones, users 
increasingly rely on online sources for news and information. Unfortunately, the ease of access to infor-
mation on these platforms has led to the widespread dissemination of misinformation without effective 
monitoring mechanisms. This study aimed to address this issue by employing various AI methods to detect 
deception in online entertainment, particularly on Twitter. Multiple machines learning models, including 
Logistic Regression, Support Vector Machine, Random Forests, MLP Neural Networks, and XGBOOST, 
were trained using automatically extracted features from datasets sourced from various domains such as 
politics, sports, entertainment, and technology. However, despite these advancements, challenges remain 
in accurately detecting deception disseminated through diverse content formats like photographs and vid-
eos on social media platforms. 
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5.1 Limitations 
While this study contributes to the literature on detecting deception on the internet, particularly on 

social media platforms, it primarily focuses on textual content. Deception may also be disseminated 
through other formats such as images and videos, which were not extensively addressed in this research. 
Additionally, there are challenges in accurately identifying deceptive articles when discrepancies exist be-
tween the title and body text. 
5.2 Future Work 

Future research should explore the use of NLP techniques in conjunction with graph theory method-
ologies to better understand the creation of deceit in online social media entertainment. While the classifi-
cation models employed in this study have shown promising results, there is room for improvement, par-
ticularly with the integration of deep learning approaches. As current algorithms primarily utilize Twitter 
data, there is a need to expand datasets to include diverse domains, considering the distinctive writing 
styles inherent to each domain. 
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