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Abstract: The technology is built entirely on the IoT and ML methods and is very desired in the 
sector of security. This method allows consumers to secure and regulate their homes. The system is 
used to track the treats in real time with response mechanism that detect with different sensor and 
send feed security information through internet. Smart home offer intelligent, real-time threat 
detection and response capabilities by utilizing decision tree, transfer learning logistic regression 
and SVM models.  Smart home collects, preprocessed and trained data from many IoT sensors, such 
as cameras and motion detectors and then apply Ml models to detect the threads and perform the 
action according to requirements. A total accuracy of 0.992 indicated the model’s strong 
performance, confirming its suitability for practical use. Decision tree and transfer learning models 
perform higher Accuracy rates than SVM and logistic regression. These findings highlight the great 
potential of fusing IoT and machine learning technologies to produce flexible, effective, and scalable 
security solutions. They also offer a strong foundation for the implementation of dependable and 
high-performing machine learning models in real-world smart home security systems. 
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1.  Introduction 

According to research, the smart home industry is expected to develop significantly, tripling in size 
by 2020 due to the appeal of the idea to consumers. Smart homes specific market by product (energy 
management system, security and entertainment control, access control, and HVAC control), protocol, 
technology (protocol, communication technology and cellular technology) ,service (customization 
installation), and geography ( Europe, North America, APAC and ROW) forecast and trend to 2020 In 
addition, a recent market analysis projects that the smart home market will reach US$58.68 billion in 2020, 
growing by 17% yearly between 2015 and 2020 [1]. The interest in smart houses, both commercially and 
academically, has increased significantly since the 1980s. Governments and research organization in the 
UK, US and Japan have all made investments in the study and advancement of smart home service 
development [2]. 

With their abundance of linked items, smart homes provide countless opportunities to enhance our 
quality of life in context of comfort, convenience, and ease. Wireless gadgets in smart homes are outfitted 
with an array of sensors to keep an eye on the automation or management of the living space, thereby 
enhancing the quality of life for the occupants [3].  

IoT devices can connect to the internet via a variety of methods, including cellular networks Wi-Fi, 
and Bluetooth, and like 4G and 5G. The market size for IoT is expected to reach 1.5 billion dollars globally 
by 2027, driven by the growing adoption of connected devices across various industries [4]. 
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Figure 1. IoT Based Smart home 

The Internet of Things (IoT) looks to be a key component of modern information technology and a 
significant development in this period given the rapid growth of information and communication 
technology (ICT). IoT integration has definitely improved the comfort and quality of life in smart homes, 
but it has also brought new risks and weaknesses, especially with regard to privacy and security in the 
quickly evolving landscape of technologies, the convergence of machine learning (ML) and Internet of 
Things (IoT) has combined as a transformative force, it can influence numerous aspects of our daily lives. 
The integration of ML and IoT to give intelligent security solutions within smart homes.  The idea of smart 
homes has been grown in recent years due to machine learning and other technological development have 
built it possible to create more responsive and intelligent living spaces. Smart homes join or integrate 
networked devices, actuators and sensors to optimize consumption of energy, improve security, and also 
customize the living environments [5]. By being able to learn about the patterns, preferences and context 
of the user through machine learning algorithms combined with smart home systems we can reach new 
levels of convenience comfort, and efficiency [6]. 
1.1. Activity Recognition 

Smart home technology can learn from sensor data of smart homes and smart appliances. We use it 
to trace possible patterns of human activity. The smart homes could do this by automatically performing 
activities such as, turn on/off lights, close/open doors etc. A smart building can include systems such as 
heating, ventilating, and air conditioning and lighting and temperature controls as per the routine of the 
inhabitants [7]. 
1.2. Energy Management 

The automation which integrates learning machines would also regulate and strive to lessening the 
consumption of power as the houses continue to learn the preferences or inclinations concerning the 
tendencies of the occupants. Refined models of prescriptive may focus on coupling in energy consumption 
as well as gadgets that enables heating and cooling to minimize wastage and odds related to utility bills 
[8].    
1.3. Security and Anomaly Detection 

The application of artificial intelligence creates a way through which smart home systems can track 
certain signs that may point out some signs of security risks and other abnormalities. These algorithms 
work by processing sensor data coupled with human behavioral data to differentiate between normal 
physical exercise and acts of suspicious movement. This enables them to start the appropriate measures, 
such alarm systems or automated lockdown procedures [9]. 

The integration of machine learning techniques has the ability to improve the security posture of smart 
home systems. Machine learning algorithms, powered by the huge amounts of sensor data generated by 
Internet of Things devices, enable real-time pattern analysis, anomaly detection, and risk prediction. 
1.4. Emergence of Smart Home Technologies 

A paradigm shift in residential living is marked by the emergence of smart home technologies, which 
are driven by advancements in data analytic, sensor technology, and networking. Smart homes provide 
previously unheard-of levels of automation, comfort, and energy efficiency thanks to the integration of 
thermostats, lighting controls, security cam- eras, entertainment systems, and other technologies into one 
seamless ecosystem [10]. The following are important smart home technology enablers: 
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1.4.1. Internet of Things (IoT) 
Intelligent or smart home ecosystems are built on the IoT paradigm, which is defined by the physical 

device’s internet-based connectivity. IoT enabled gadgets with sensors and actuators may talk to 
centralized control systems and each other in order to automate, monitor, and remotely manage home 
surroundings [11]. 
1.4.2.Wireless Connectivity 

The seamless or ideal connection between smart home devices made possible by technologies like Wi-
Fi, Z-Wave Bluetooth, Zigbee, eliminates the need for intricate wiring installations and offers a variety of 
deployment alternatives [12]. 
1.4.3. Sensor Technology 

The creation of small, inexpensive sensors that can detect a range of environmental factors, including 
motion, light, temperature, and humidity, is the result of advancements in sensor technology. These 
sensors provide real time data that informs automation, decision-making and decision support system 
acting as the eyes and ears of smart home system [13]. 
1.4.4. Cloud computing and data analytics 

Platforms for cloud computing offer scalable storage and processing power to handle and examine 
the massive volumes of data produced by smart home appliances [14]. 
1.4.5. Interconnected Nature of Smart Homes 

Smart homes are networked, signifying the smooth integration of ML and the IoT to revolutionize 
residential living experiences. Real time data collection from various equipment and settings is 
accomplished in smart homes through the usage of IoT devices and sensors. Smart homes are able to adapt 
to changing conditions, learn from human preferences, and optimize functioning [15]. 
1.4.6. Integration of IoT Sensors 

With the ability to collect an abundance of real time environmental data, integrated IoT sensors in 
smart homes serve as the ecosystem as eyes and ears.  From motion detectors and smart appliances to 
temperature and humidity sensors, these sensors continuously collect data on the environment around the 
home and the activities of its occupants [16]. 

The MQTT dataset from Kaggle used for the machine learning algorithms. One lightweight publish- 
subscribe messaging protocol used for IoT (Internet of Things) and M2M (Machine to Machine) 
communication is called MQTT (Message Queuing Telemetry Transport). Simple, effective, and 
appropriate for limited devices and low bandwidth, high latency, or unstable networks, it is meant to be 
simple to use. MQTT datasets are used by scientists for a broad range of purposes, which include real time 
decision making, edge computing, longitudinal studies, QoS optimization, security evaluation, protocol 
specific analysis, and privacy protection. [17]. 
1.5. Significance of the Study 

Smart homes are networked is crucial to many different fields, particularly when it comes to ML and 
the IoT. Innovations in this field of technology foster innovation and allow for the development of intricate 
systems, protocols, and algorithms that enhance security, maximize energy efficiency, and streamline 
automation in smart home settings. Through the use of ML techniques, large quantities of IoT generated 
data may be analyzed, allowing smart homes to anticipate requirements, adjust to user preferences, and 
deliver personalized experiences that raise the bar for residential living. Moreover, knowing the intricate 
integration of smart technology in homes, centered designs and less complex interfaces can be created, 
where the owners of these homes are capable of efficiently interacting with their home environment. On a 
normal basis, mundane tasks may be predicted and controlled in advance comprehensively through the 
use of machine learning algorithms applied in smart homes to enhance comfort and satisfaction among 
occupants. These algorithms are trained with the principles of human behavior, their choices, and daily 
habits. Designers and developers who give focus on the user experience and accessibility can ensure that 
the smart home technologies are easily understandable and easier to use; thereby, making it inclusive and 
accommodating the different needs and expectations of the occupants. 

 
2. Literature Review 

Enhancing security is one of the many advantages of integrating IoT and ML technology in smart 
homes. This can be developing other smart home gadgets or tools and service which will adaptable 
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environments and digital systems, smart home technology goal to enhance the everyday living. However, 
because Internet of Things devices are frequently targets of assaults, smart home technology has security 
issues. Through anomaly detection and access control, machine learning algorithms may improve security 
in smart homes [18]. Technology adoption depends on consumers accepting and integrating smart home 
technology into their daily life, which calls for a user- centered approach to smart home design. Through 
generalization of user behavior and adapting to their tendencies, the application of machine learning (ML) 
algorithms may be incorporated into smart home security systems for optimal user experience, [19]. The 
elements used to build a smart home are generally from several sectors, including technology, places, and 
services. Thus, the incorporation of ML algorithms into smart home security systems can contribute to the 
enhancement of the general architecture structure of smart homes [20]. The ML algorithms use for smart 
home security system work more accurate to emerging risks and threats in the future. [21]. Motivation for 
integrating IoT and ML for enhanced security in smart homes: 

• Improved security posture: IoT and Ml collectively subject to cyberattacks, abnormalities 
identify by ML algorithms, after detecting abnormalities ML techniques stop unwanted or illegal access, 
made smart home more secure [22]. 

• Adaptive security measures: I comparison to traditional rules-based protections, by using AI/ 
ML algorithms for determining scopes of selections conditions, system restrictions may be adapted 
depending on user or device patterns served. 

• Usability: Security system that is tailored to learn behavior and automatically account for 
different preferences which in result would provide a well-behaved smart home [23]. 

• Cost effective solutions: Low computational demands can be useful for creating the security 
much more affordable using ML algorithms that work quite well, and thereby making them suitable to 
deploy on IoT devices as they are low processing power systems. 

• Real-time monitoring: Real-time security danger and area of concern identification is possible 
with the use of ML algorithms, which allows smart home devices to respond quickly to areas that need 
attention. 

• Less false alerts: By enhancing the underlying models, machine learning-based systems and 
algorithms lessen user strain and boost the overall effectiveness of smart home security solutions. This 
helps to decrease the quantity of false alerts created. Access constraints and data randomization might 
safeguard user privacy. Machine learning techniques [24] [25]. 
2.1. Challenges Facing Smart Home Technology 

Issues with Standardization and Interoperability: A Smart Home Technology the smooth integration 
of devices and systems is hampered by compatibility problems and a lack of industry standards. Cyber 
security Risks: Hacking, malware, and data breaches can affect smart home devices, putting users’ security 
and privacy at risk. Installation and Configuration Complexity: Many consumers find that setting up and 
configuring smart home devices may be difficult and time-consuming, which can have an impact on 
adoption rates [26]. Cost and affordability: The initial outlay of funds necessary for smart home technology 
continues to be a turnoff for certain customers, which prevents a broad adoption. Ownership and Data 
Privacy: There are moral and legal issues raised by worries about ownership and data privacy as well as 
the possible misuse of personal data gathered by smart home devices. 
2.1.1. An overview of IoT uses in smart homes 

People as interactions with their living surroundings have been completely transformed by IoT 
applications in smart homes. These are a few of the most important Internet of Things uses in smart homes. 
1. Control and Automation of the Home: With the use of linked devices and sensors, such as security 
cameras, smart lighting controls, and thermostats, homeowners may automate and manage many parts of 
their homes from a distance. 
2. Efficiency and Management of Energy: In order to support energy conservation and sustainability 
initiatives, Internet of Things (IoT) devices track patterns in energy consumption and use clever algorithms 
to optimize utilization [27]. 
3. Monitoring and Safety at Home: Sensors, cameras, and alarms are all combined in IoT enabled security 
systems to provide alerts and monitoring and alerts, enhancing home security and residents’ peace of mind 
[28]. 
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2.1.2. Limitations of IoT based smart homes 
IoT-based smart homes come with a host of security, privacy, and functional problems. These are 

serious problems. Some of the primary barriers and limitations include the following: 
1. Latency and Data Security: Both data latency and security are issues that IoT and ML deal for home 
automation. The data security and data latency problems can improve through fog computing 
2. Interoperability and Integration: Latency and data security are two issues that IoT-based smart home 
automation has to handle. Fog computing and standard protocols can be used to improve data security 
and address latency problems. 
3. Vulnerabilities and assaults: Hackers can utilize smart home devices for a variety of malicious goals, 
including distributed denial of service (DDoS) assaults, data theft, and device hijacking. These devices are 
open to several data breaches. 
4. User Data Protection: The smart home tools develop significant concerns about privacy and user data 
protection. Unwanted approach to monitoring or accessing equipment and the data breaches both are 
privacy issues related with smart homes [29] [30]. 
5. Privacy and data protection: Concerns regarding privacy and user data protection are brought up by the 
inter connectedness of smart home appliances [31]. 
2.1.3. Machine Learning Applications in IoT 

Predictive maintenance with the use of real-time data collected from sensors, machine learning 
applications in the Internet of Things, including predictive maintenance, foresee equipment breakdowns 
and provide timely remedies. This method assists in: 1. Lowe expenses 2. Improve output 3. Boost the use 
of machinery 4. Cut down on idle time 5. Enhance the durability of equipment Proper imple- mentation of 
predictive maintenance systems may lead to very accurate predictions, frequently above 90% [32]. 
Generally, the procedure entails the subsequent actions: 1. Gathering data in real time from sensors 2. 
Sending information to a centralized, cloud-based data storage system 3. Using algorithms and machine 
learning to analyze data 4. Estimating the potential time of failure 5. Planning ahead for maintenance duties. 
2.1.4. Overview of ML techniques in IoT systems 

Machine learning techniques in IoT systems for smart homes include:    Predictive maintenance 
Anomaly detection, personalization, Environmental monitoring, resource optimization These methods 
facilitate better decision making, minimize downtime, and maximize resource efficiency. For Internet of 
Things applications in smart homes, a few of the frequently utilized machine learning algorithms include. 
2.1.4.1. Random Forest 

Random Forest is an ensemble learning technique that uses many decision trees to provide accurate 
predictions about the class labels of incoming data.  Random Forest is well known for its ability to handle 
complex and high dimensional data with resilience and accuracy in classification tasks. It has been used by 
IoT systems to detect botnet attacks, improve malware recognition for IoT devices, and generate rules for 
detecting anomalies in real time. It has also been used by predictive maintenance systems to predict 
equipment failures and provide timely fixes. In this cases, Random Forest has generated high diagnosis 
percentage of up to 99.6% [33-35]. 
2.1.4.2. Support vector Machine 

SVM are powerful supervised learning algorithms that are often applied to classification and 
regression issues. Support vector machines (SVMs) are flexible and effective in high- dimensional spaces 
by finding the optimum hyperplane that divides data points of different classes with the largest margin.  
SVMs have a range of kernel functions to handle non-linear data. Interestingly, SVMs have shown useful 
in several domains, including text categorization, picture recognition, bioinformatics, and financial 
forecasting [36]. 
2.1.4.3. Decision Tree 

A machine learning approach called decision trees may be used to a variety of IoT applications, such 
as cybersecurity, anomaly detection, and healthcare monitoring. Decision trees are flexible prediction 
models that pick-up knowledge from reasoning and observations. They are helpful for classification issues 
and are used to represent and classify occurrences. IoT systems have processed medical data, identified 
abnormalities in smart surroundings, and implemented security fixes for vital IoT systems using decision 
trees. The algorithm makes decisions easier to comprehend and explain by illustrating every conceivable 
outcome through the use of a branching mechanism [37]. 
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Table 1. Machine learning models accuracy comparison 
Reference Techniques Accuracy Limitations 

[37] (GBM), (RF), and Multi-Layer 
Perceptron    Neural    

Network (MLP) 

97.95% for binary 
classification on network 

data 98.39% with IoT 
information 

Existing ML based NIDSs have 
limited ability to adapt to 

changing network environments. 

[38] Reprocessing techniques like 
Normalization and Data set 

Scaling were utilized 

Logi-CB 85.6 %
 Logi- 

XGB, Logi-GBC Logi-ABC 
achieved of 80.2%, 77.8%, 

and 80.7% 

Works for hybrid developed 
methods. 

[39] Logistic Regression, K- 
Nearest Neighbors, and 

SVM 

Detection models generated 
By traditional and ensemble 

classification ML method 
show outstanding overall 

performance with accuracy 
over 98.8% 

Limitation of Hardware resources 
in 

smart home devices. Various OS 
of current OS of current smart 

home devices 

[40] Logistic regression, Random 
Forest, Extreme Gradient 

Boosting, and Light Gradient 
Boosting Machine classifiers 

Proposed   intrusion    
detection model achieves 

99.92% accuracy. 

LGBM library of ML used for pro-
posed intrusion detection model. 

[41] Feature selection and hyper 
parameter tuning Machine    

and    Deep    learning 
techniques 

N/A classification   minimized   
compared 

to state-of-the-art solutions Pro- 
posed scheme outperformed only 

MLDL schemes 
[42] ML algorithms outperform 

DL models for some 
devices/attacks 

N/A Existing IDS are inefficient in IoT 
due to limited computation 

capability, mobility, and large 
scale of the network. ML models 
outperform DL models for some 
devices /attacks in Smart home. 

[43] Preprocessing      techniques: 
Normalization and   Scaling of 
Dataset. Feature engineering 

algorithms for extracting 
features for text 

data 

algorithm    achieved     The 
highest accuracy of 85.66% 

in detecting attacks and 
anomalies In an IoT 

environment in a smart 
home. 

Limited to internal network 
intrusion detection. Trains only on 

external data and traffic. 

[434] Deep learning methods are 
to build data features. Fuzzy 

technique is used to 
analyze attack. 

The detection rate for denial 
of service attack and remote 

illegal access is 94% 

The proposed method only 
improves the detection rate of 

attacks. 

[45] Deep learning Method Deep   learning   models   
are 

Optimal for estimating 
prediction performance and 

Only Deep learning-based 
technique 

 
3. Methodology 

One lightweight publish-subscribe messaging protocol used for IoT (Internet of Things) and M2M 
(Machine to Machine) communication is called MQTT (Message Queuing Telemetry Transport). Simple, 
effective, and appropriate for limited devices and low-bandwidth, high-latency, or unstable networks, it is 
meant to be simple to use [46]. Strong security measures are provided by security evaluations and 
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vulnerability investigations, user privacy and a protect systems.  Researchers maximize protocol utilization 
and increase interoperability with the investigation of MQTT message payloads as well as communication 
patterns. Planning and adaption for the long run are aided by longitudinal studies that monitor changes in 
smart home behavior over time. In the end, innovations that improve the effectiveness, intelligence, and 
user experience of future smart home settings are driven by MQTT datasets 

In datasets number of sensors for measuring light intensity, humidity, and temperature is displayed 
on the datasets. Name of the sensor, address, IP address, room, time (random or periodic), subject, and 
data profile are all given. The datasets have 8 columns. Sensor, Address, IP. Room, Time’ Topic Data Profile. 
3.1. Machine Learning Model 
3.1.1. Logistic Regression model 

Logistic regression is a binary classification technique that estimates the probability of a given input 
falling into one of two classes. Our instance includes the” occupied” and” unoccupied” classes. [48]. 
1. Occupancy Detection: Occupancy detection is a feature of smart homes; logistic regression may be used 
to predict whether or not a certain room or area will be occupied based on information from various sensors. 
The developed logistic regression model extended for drawing conclusions based on occupancy sensor 
data, motion detectors, and other appropriate sensors the historical data of occupancy, with regard to the 
system's ability to determine whether or not a room was occupied at the time the data was collected. 
Subsequently, this data facilitates the adjustment of light intensity and opens channels for energy, 
temperature, and security system control [49] [50]. 
2. Energy Management: A useful technique for predicting trends in energy use in smart homes is logistic 
regression. A logistic regression technique may look at characteristics like the time of day, the environment, 
and tenant behavior to determine energy demand levels and identify opportunities for savings or efficiency 
[51] [52]. 
3. Behavior Analysis: It is possible to examine how occupants behave in a smart home setting using logistic 
regression. Logistic regression analysis techniques are used to identify patterns and abnormalities in data 
collected from various sensors, including door sensors, motion sensors, and smart home devices. 
3.2. Smart Home Activity Recognition 

Smart home gadgets proceed to human behaviors by using task detection, which enhances security 
convenience, and energy efficiency. 
3.3. SVM 

SVM are essential for smart homes, especially for task such as activity recognition, anomaly detection, 
occupancy monitoring, problem diagnostics and energy management. SVM models employ sensor data to 
identify activities, optimize energy use, detect abnormalities, identify issues in the smart home 
environment, and classify occupancy status. 
3.4. Decision Tree 

Decision Tree are hierarchical tree structures in which a decision based on a feature is represented by 
each internal node, a decision’s consequence is represented by each branch, and a class label is represented 
by each leaf node. Recursive partitioning of the feature space serves as the foundation for the decision-
making process. 
3.5. Transfer Learning 

Applying skills or models which have been learned on one task or domain to improve efficiency or 
productivity in associated activity or domain within a smart home system is known as” transfer learning” 
in regards to intelligent homes [53].  

•     Sensor Fusion and Context Awareness: When used along with transfer learning and deep learning, 
details received from different sensors such as temperature, light and movement detectors can efficiently 
be used in an intelligent house.   The effective and desired goals of sensors can be raised and enhanced 
whenever models are trained to identify the exercises taking place bound to intelligent homes. As an 
example, one developed from data gathered by motion detectors may contain details to recognize certain 
actions such as watching television and preparing food. 

•     Adaptive Behavior and Customization: Transfer learning enhances the capacity for smart home 
systems to be more tailored to the preferences and role of the particular user. The consumption models for 
smart homes founded on the sum of data which is collected by the electronic devices of different users 
might be developed in order to match the personalized offers to each consumer and his usage schedule. 
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•Anomaly Detection and Security: Through the models trained from similar context or data sets, the 
transferred learning is for use in improving security as well as detecting anomalies in home automation 
systems.  In order to analyze data and detect possible abnormalities specific to the case of smart homes, it 
is possible to reuse methodologies that were developed in different domains such as cybersecurity or 
manufacturing with the models as modified so that they identify different types of abnormality. 

•Adaptation to Changing Environments: Home automation systems can adapt to changing user 
preferences and evolve with the times thanks to transfer training. If systems were developed based on 
historical data from similar electronic home environments, they could be exported and modified to fit new 
users, gadgets, and environmental conditions. 

 
4. Results and Discussion 
4.1. Evaluation Metrics development 
4.1.1. Decision Tree 

The method of classification performs effectively in general, correctly recognizing the majority of cases 
across a variety of cyber-attacks and innocuous traffic, according to the examination of the confusion matrix. 
These insights emphasize the need for further development of the model, possibly through increased 
feature engineering or additional training data, to improve its accuracy and dependability in detecting a 
broader spectrum of cyber threats. 

 
Figure 2. Decision Tree Confusion matrix 

4.1.2. Logistic Regression 

 
Figure 3.  logistic Regression Confusion Curve 

The link between the quantity of samples used for training and the model’s performance as indicated 
by the training score and cross-validation score is displayed in the curve of learning for a logistic regression 
model. The amount of training samples, which ranges from 1,000 to 5,000, is shown by the x-axis, while the 
model’s score is displayed on the y-axis.  The training score is represented by the blue line, and when more 
samples are added, the accuracy increases. The shaded area shows the confidence interval. The cross-
validation score is shown by the red line; it is likewise rising but is constantly less than the training score, 
suggesting some degree of over fitting. Given that both scores are trending upward, it is possible that 
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adding more training data can enhance model performance even more and narrow the difference between 
cross-validation and training scores. 
4.1.3. Transfer Learning 

The transfer learning model’s learning curve illustrates how the model’s performance changes as the 
number of training samples increases, from 1,000 to 5,000. The blue line shows the training score, which 
starts high at roughly 0.96 and rises slightly to roughly 0.98. A small confidence interval indicates consistent 
performance. As more samples are added, the cross-validation score, represented by the red line, begins 
lower at roughly 0.85 and rises to about 0.95, with its confidence interval decreasing to reflect more stable 
estimates. A little amount of over fitting is shown by the difference between the training and cross-
validation scores, but as the number of samples increases, this difference closes, indicating better 
generalization. 

 
Figure 4. Transfer Learning curve 

4.2. Accuracy comparison 
The bar chart provides the comparison between four machine learning models it shown the accuracy 

of results, which model perform more accurate than other the decision algorithm provides more accuracy 
percentage than SVM, Logistic regression and transfer learning. The decision tree has 0.9928 accuracy while 
SVM have 0.9028 logistic regression have 0.9328 and transfer learning have 0.9904 accuracy. 

 
Figure 5. Accuracy Comparison bar chart shows the accuracy between logistic regression, Decision 

Tree , SVM and transfer learning 
4.3. Precision Comparison 

The bar chart shows the models precision results of logistic regression, decision tree, SVM and 
transfer Learning. Decision tree algorithm precision is more than other, decision tree has 0.992 precision 
while others SVM have o.9128 logistic regression has 0.9428 and transfer learning have 0.9908.  

The precision of machine learning models Logistic Regression, Decision Tree, Support Vector 
Machine, and Transfer Learning is compared in the accompanying line figure. The models with the highest 
precision, Decision Tree and Transfer Learning, each at roughly 0.99, show that they are much superior in 
terms of accurately detecting pertinent cases. On the other hand, with a precision of roughly 0.91, the SVM 
model has the lowest precision, and Logistic Regression does marginally better, at roughly 0.94. 
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Figure 6. Precision/ Comparison bar chart shows the accuracy between logistic regression, Decision 

Tree, SVM and transfer learning 
 

 
Figure 7. precision graph shows the accuracy between logistic regression, Decision Tree, SVM and 

transfer learning 
4.4. F1 Score Comparison 

Good balance between recall and precision is indicated by excellent F1 scores for all models. Decision 
Tree and Transfer Learning have somewhat higher scores, near 1.0, although SVM and Logistic Regression 
both have F1 ratings of about 0.9. 

 
Figure 8. F1 Score bar chart between logistic regression, Decision Tree, SVM and transfer learning. 

Table 2. Table shown the Overall model performance 
 
 
 
 
 
 
 
 

4.5. Metric Distribution 
In this experimental design we used threefold designs that debug the proportion of the training sets 

to the test sets and then obtained the corresponding values of metric with the shown figure 12. The model 
obtained a accuracy score 0.992, a precision score of 0.992, a F1 score of 0.992, respectively. The outcomes 

ML Model Accuracy Precision F1 Score 

Decision Tree 0.9928 0.992 0.992 
SVM 0.9028 0.9128 0.9092 

Transfer Learning 0.9904 0.9908 0.9906 
Logistic Regression 0.9328 0.9428 0.9328 
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clearly shown how demonstration is effectively remarkable.  

 
Figure 9.  Box-whisker plot for three-fold accuracy precision and F1 score experimental design 

4.6. Performance metric comparison 
The performance measures (Accuracy, Precision, and F1 Score) for four machine learning models 

Logistic Regression, Decision Tree, SVM, and Transfer Learning are   compared in this bar chart. The 
performance measures (Accuracy, Precision, and F1 Score) for four machine learning models Logistic 
Regression, Decision Tree, SVM, and Transfer Learning are   compared in this bar chart.  Outperforming 
all other models in every metric assessed, Decision Tree and Transfer Learning are the most efficient 
models. Not the best, but good enough Logistic regression performs adequately, falling short of Decision 
Tree and Transfer Learning in terms of performance. Out of the four models that were assessed, SVM had 
the lowest performance despite being consistent. 

Figure 10. Performance comparison across models 

 
Figure 11.  Performance comparison across models 
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Figure 12. Accuracy and Precision Comparison 
4.7. Comparison Accuracy Vs precision 

Three distinct machine learning approaches are compared in terms of precision and accuracy using a 
scatter plot. Based on these two criteria, each red dot shows how well a model is performing. A thorough 
plot analysis is provided below: At X-axis (accuracy) it shows how accurate the models are; it ranges from 
0.90 to about 0.99 A higher percentage of accurate predictions is shown by higher values.  Y-axis 
(Precision)it Represents the models’ precision, with a range of 0.91 to 0.99. Greater numbers denote a higher 
percentage of accurate positive predictions among all the model’s positive predictions. Red dots, or data 
points are accuracy and precision of a model’s performance is indicated by each  red dot.  The prior analysis 
is graphically confirmed by this figure, which shows that SVM is the least effective model for the problem 
at hand, Logistic Regression is mediocre, and Decision Tree or Transfer Learning models are excellent. 

 
5. Conclusion 

In order to improve security in smart homes, this study investigated the integration of machine 
learning algorithms with Internet of Things (IoT) devices. Specifically, decision tree models were used to 
detect threats intelligently and in real time. IoT sensors were installed, data was collected and preprocessed, 
engineering features were selected and applied, decision tree model was built, evaluated, and the final 
decision tree model was deployed onto a smart home system. Overall, the results demonstrated that the 
integration of the IoT application and decision tree models effectively provides high and automatic alerts 
on potential security threats, which can act as a powerful approach to identify and prevent malicious 
behavior and unauthorized access. This is because the decision tree model has high interpretability, 
meaning users’ confidence and trust will be highly boosted in the system, which analyzes data in real time 
so that possible breaches such as DDoS-HTTP Flood, Backdoor Malware and DoS-Slow Loris may be 
detected promptly. In addition to the decision tree, the research also compared other models such as 
Transfer Learning, Support Vector Machine (SVM), and Logistic Regression, illustrating the opportunity 
and drawbacks of each in the subject of smart home security. The Decision model led to an astonishing 
accuracy of almost 0.992 in the distinguishing number. But, coming to the transfer learning model which 
also works in a similar way as that of a decision tree but is slightly complex and involves the use of a couple 
of extra parameters. According to experimental result the decision tree and transfer learning both have 
higher accuracy than SVM and logistic regression. This outstanding score indicates its capacity to 
acknowledge examples and authenticates its potential for real world use. 
 
6. Future Work 

The accuracy of smart home security systems may be further upgrade by merging more sophisticated 
ML in the time ahead, including ensemble approach, deep learning. To further offer a more complete 
security solution, consider looking into the integration of other IoT devices and sensors. It’s also important 
to create methods for adaptive learning and constant updates so that the security system may change to 
meet new threats. 
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