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Abstract: The Enhanced Grasshopper Optimizer (EGO) for the feature map optimization of 3D and 
depth map hand gestures is the objective of this paper's benchmarking experiment. Using a dataset 
of 3D and depth map hand gestures, the effectiveness of the EGO algorithm is examined and 
contrasted to alternative optimizers. The optimized feature map is tested using the Rosenbrock 
benchmark test function with EGO and SGD, the findings demonstrate that the EGO algorithm 
performs better than the alternative techniques in terms of precision and computational time. The 
execution time of EGO is also benchmarked in this study with the different numbers of input 
features and shows dominance in performing feature selection for 3D hand gesture detection and 
classification. 
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1. Introduction 

Identifying and recognizing objects requires a series of steps, one of which is feature map optimization. 
This is especially true for high-dimensional data like depth maps and 3D images of hand gestures. The 
large feature space of these images contains a lot of different features, which might make it more difficult 
to analyze them and also slow them down significantly. So, need effective optimization strategies for this 
problem if you want to be able to handle high dimensional data and provide reliable results when it comes 
to object detection and recognition [1].  

The Enhance Grasshopper optimizer is a potentially useful method for optimizing feature maps, 
particularly due to its capacity to deal with significant optimization challenges. In the context of depth 
maps and images of 3D hand gestures, it can assist in removing shadows and more accurately classifying 
items that belong to a variety of categories. Due to this, the enhanced grasshopper optimizer is being 
utilized in this study to demonstrate how well it works and how it might be more precise and efficient than 
conventional techniques of optimization [2].  

The EGO algorithm is suitable for dealing with optimization problems that have multiple local optima. 
This is accomplished by incorporating both global and local data into the optimization process. Traditional 
optimization algorithms, on the other hand, such as Adam and Stochastic Gradient Descent (SGD), are 
gradient-based optimization algorithms that primarily focus on finding a global optimum by updating 
model parameters using gradient information. The gradient information may not represent the 
optimization landscape accurately, resulting in suboptimal solutions or convergence to local optima. In 
such cases, enhanced grasshopper optimization outperforms Adam and SGD because it can effectively 
handle optimization problems with multiple local optima [3]. It is essential to utilize a variety of benchmark 
functions while conducting benchmarking in order to obtain an accurate notion of how well the 



Journal of Computing & Biomedical Informatics                                           Volume 07  Issue 01                                                                                         

ID : 481-0701/2024  

Grasshopper optimizer works. When it comes to the optimization of the depth map and 3D hand gesture 
image feature maps, this will allow us to evaluate the Enhance Grasshopper optimizer in comparison to 
other optimization methods and provide us with a better understanding of its strengths and limitations [4].  

The Rosenbrock function is a common benchmark in optimization for evaluating an optimizer's 
performance. Because it is a non-linear, continuous, multi-modal function with several local minima, it is 
challenging to optimize. The optimization's purpose is to find the function's global minimum. The 
enhanced grasshopper optimizer's accuracy and speed in discovering the function's global minimum will 
be assessed by initializing it with random starting points and testing it against the Rosenbrock function. 
To compare the optimization performance with that of other optimizers, various measures such as the 
number of iterations, computation time, and final error can be used [5].  

The following are the primary objectives of this study to benchmark the performance of the 
Grasshopper optimizer for feature map optimization of the depth map and 3D hand gesture images using 
the ResNet 101 backbone in Mask R-CNN, and to compare its performance to that of other optimization 
methods using the Rosenbrock benchmark function. The goal of this research is to demonstrate that the 
Enhance Grasshopper optimizer has the potential to be a better option than existing optimization methods 
for optimizing feature maps in-depth maps and 3D hand gesture images [6].  
 
2. Related Work  

The Enhanced Grasshopper Optimizer for feature map optimization was proposed by FS. Khan et al 
[7] . It uses the Grasshopper Optimizer (GO) algorithm and enhanced the fitness function related to the 
feature map and adds an elite approach to boost the fitness function for feature selection. The method was 
evaluated on a number of benchmark functions, with the findings showing that it provided faster 
convergence and more accurate solution accuracies when applied to the classification of 3d Hand gestures 
than the standard GOA algorithm.  

The author in [8] proposed for an enhanced version of the Grasshopper Optimizer algorithm is known 
as "Improved Grasshopper." To improve upon the efficiency of the classic GO algorithm, the approach 
makes use of a self-adaptive control parameter and a refined neighborhood search strategy. On a battery 
of benchmark functions, this algorithm proved itself superior to the industry-standard GO algorithm in 
terms of convergence time and solution accuracy [22].  

Wang et al. [9] introduced Grasshopper OA (Optimization Method), a variant of the Grasshopper 
Optimizer algorithm. It uses an adversarial approach to enhance the algorithm's capability to search 
globally. Extensive testing on a variety of benchmark functions revealed that, in terms of convergence time 
and solution correctness, the algorithm performed better than the standard GO method. Adam is a well-
known deep-learning optimization technique proposed by Kingma and Ba in 2014. Adam integrates the 
idea of adjustable learning rates and is an expansion of the stochastic gradient descent (SGD) algorithm. 
As a result of its popularity and success in the field of deep learning, Adam is now regularly put to use 
[10]. When it comes to optimizing deep neural networks, one of the most popular methods is SGD or 
stochastic gradient descent. Both its computing efficiency and ease of implementation make it a promising 
option. The model's parameters are updated in the direction opposite to the gradient of the loss function 
with respect to those parameters, and this is how it works [11].  

Multiple investigations of the efficacy of various classifiers have been carried out in the area of 3D 
hand gesture classification. Support vector machines (SVMs), knearest neighbors (k-NNs), and decision 
trees (DTs) were among the many classifiers employed to categorize 3D hand gestures in a 2019 study by 
Zhang et al. Based on the findings, the SVM classifier performed at the highest level, with an accuracy of 
95.23 % [12]. Wei et al. 2020 used multiple classifiers, such as convolutional neural networks, long short-
term memories, and recurrent neural networks, to categorize 3D hand movements. According to the 
findings, the CNN classifier performed the best, with an accuracy rate of 98.12% [13]. In conclusion, several 
optimization techniques, including E-Grasshopper Optimizer, Improved Grasshopper, Grasshopper OA, 
Adam, and SGD, have been suggested and evaluated using a variety of benchmark functions[24] . SVM, 
kNN, DTs, CNNs, LSTMs, and RNNs are only some of the classifiers that have been successfully applied 
to the problem of 3D hand gesture classification. It is worth noting, nevertheless, that the specifics of the 
dataset and the intended use will determine the best classifier to employ [14][23]. 
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This section may be divided by subheadings. It should provide a concise and precise description of 
the experimental results, their interpretation, as well as the experimental conclusions that can be drawn. 
 
3. Methodology  

The feature extraction procedure produces a multidimensional array, with each dimension 
corresponding to a separate feature map or feature channel. The input is 224x224x3, and the output feature 
map has the shape (224, 224, 128), where 128 is the number of feature channels. These feature channels may 
correlate to many features of the image, such as edges, textures, forms, and so on . The enhanced 
grasshopper is an optimization algorithm that reduces the channel size to optimize features from feature 
maps. The algorithm works by evaluating different feature combinations iteratively and selecting the ones 
that produce the best results. This process is repeated until the best set of features is discovered. The 
dimensions are reduced by selecting only the most important features, which can improve the model's 
performance and make the results easier to interpret. The fitness function is calculated by:  

ⴌ = 𝑓 − 𝛼 ( ∑ 𝛼 𝑟𝑏𝜑 − 𝑙𝑏𝜑 2 𝑠 (|𝑓𝑘 𝜑 − 𝑓𝑝 𝜑|) ( 𝑓𝑘 − 𝑓𝑝 𝜑𝑝𝑘 ) 𝑁 
𝑘=𝑝,𝑘≠𝑝 "f" is the value of the feature map at a specific pixel location. p is a weighting factor that 

establishes the significance of a particular feature map in the optimization process and the ∑ symbol 
represents a summation over all pixels in the feature map, where the index k denotes each pixel location 
and N denotes the total number of pixels in the feature map, and p this is the index of the current pixel 
being The upper and lower boundaries of the feature map is denoted by rbφ and lbφ, respectively, where 
s is a scaling factor that guarantees that the values of the feature map fall within a given range. The 
benchmarking test function is the Rosenbrock function, which is frequently employed in optimization due 
to its numerous local minimums and global minimums at (1,1). The enhanced grasshopper and SGD 
algorithms are then initialized with parameters such as learning rate, number of iterations, and parameter 
starting point. To estimate algorithm performance, multiple runs are done. The optimization paths and 
global minimum iterations of the two techniques are compared. Their convergence curves are presented to 
determine how quickly both strategies approach the global minimum. The mean and standard deviation 
of the two algorithms' global minimum iterations are determined and compared. The results define the 
optimal Rosenbrock function algorithm. Multiple parameter settings and test functions are utilized to 
assess the robustness and generalization of the algorithm 
3.1. Experimental Setup 

The experimental approach for evaluating the enhanced grasshopper optimization algorithm against 
stochastic gradient descent (SGD) with the help of the Python Rosenbrock function consists of a number of 
stages. The first step is to import the appropriate libraries, such as NumPy, matplotlib, and others, for 
optimization and visualization. The code goes on to define the Rosenbrock function and its derivative. A 
fitness function is constructed for the enhanced grasshopper optimization algorithm. The SGD 
optimization algorithm follows this same pattern in its definition [15]. We run the enhanced grasshopper 
and SGD algorithms many times with different starting points to get a more accurate assessment of their 
efficiency. It is possible to compare the efficiency of different algorithms by looking at the paths they take 
to optimize and the number of iterations required to reach a local minimum and a global optimum. The 
convergence curves of both methods are displayed so that the speed with which they reach the global 
minimum may be visually assessed [16]. When comparing the enhanced grasshopper and SGD algorithms, 
we look at how long it takes for each to reach the global minimum depending on a range of feature counts. 
As a last step, a verdict is reached on which method offers the best performance for the Rosenbrock function. 
 
4. Results 

To benchmark the enhanced grasshopper optimizer, a method is the Rosenbrock function which is 
included in the scipy library. An essential component of the optimization process is the initial guess [17] 
[18]. To guarantee that the optimization converges on an insightful solution, it must be carefully chosen 
from the random feature map. The Rosenbrock function can be benchmarked with a reasonable initial 
estimate based on prior knowledge or experience. The Rosenbrock function is used as the objective and the 
initial guess as the starting point, and the scipy's minimize function is used to perform the optimization. 
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The optimization results, which include the variable values that were optimized as well as the Rosenbrock 
function's minimum value, are saved for a later analysis. To assess the enhanced grasshopper optimizer's 
performance, the outcomes of the two optimizations are compared [20] [25]. The optimization time, the 
quantity of function evaluations, and the ultimate value of the objective function can all be compared.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1. Rosenbrock test on SGD Optimizer 
This graph demonstrates a 3D scatter plot with a surface plot. Rosenbrock function, seen in green on 

the surface plot, represents certain experimental results. Starting with a guess from the NumPy array of 
the feature map of [1.3, 0.7, 0.8, 1.9, 1.2], the minimum value was obtained using the optimization method 
"EGO," as depicted by the red cross on the graph. The plot's axes—X, Y, and Z—are labeled for the 
dimensions as the reference.  
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 

Figure 2. Rosenbrock test on EGO Optimizer 
4.1. Pseudocode 
# Import necessary packages 
# Define the Rosenbrock function 
# Initialize the tensor x with requires_grad set to True 
# Set the learning rate and number of epochs 
# Perform EGO & SGD gradient descent 
# Update x without tracking the gradients # Convert x to a NumPy array  
# Create a mesh grid for plotting 
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      # Create a 3D scatter plot 
      # Show the plot  

Figure 3. Feature Map Vs Execution Time 
The purpose of this experiment was to examine the performance of different optimization techniques 

(EGO, IGOA, GOA, Adam, and SGD) while storing the optimized feature maps of 3D hand gesture images. 
The benchmarking of the optimized feature maps involved calculating the execution time of storing the 
maps using several approaches, including stack, stack, column stack, and arrays [18]. The results 
demonstrated that EGO performed all functions in a much shorter amount of time than the alternative 
optimization algorithms. The Y-axis of the graph shows execution time, while the X-axis reflects the 
number of features. These results indicate that EGO is an efficient optimization approach for storing 
optimal feature maps of 3D hand gesture photos, which can lead to enhanced computing efficiency. This 
experiment's outcomes can inform future research and applications in the fields of image processing and 
computer vision. 
 
5. Discussion  

The optimization results for the enhanced grasshopper algorithm utilizing the Rosenbrock function 
yielded better outcomes than SGD for a certain number of iterations in the 3D hand gesture feature map 
optimization using the fitness function. The chance of becoming stuck in a local minimum is greater in a 
high-dimensional optimization problem for feature map search space. With its population-based approach 
and capacity to retain a broad set of solutions, the augmented grasshopper algorithm is better able to tackle 
this type of problem and can explore a wider range of solutions to discover the global minimum. 
Furthermore, the modified grasshopper algorithm employs a meta-heuristic approach, allowing it to 
account for search space exploration and exploitation. As a result, it is highly suited to handling complex 
and non-linear optimization issues such as 3D hand gesture feature map optimization. SGD, on the other 
hand, is a gradient-based optimization technique that computes the function's gradient and updates the 
parameters in the direction of the negative gradient. In high-dimensional problems, the gradient may or 
may not always point to the global minimum, resulting in suboptimal solutions [19]. Finally, the enhanced 
grasshopper algorithm's capacity to tackle high-dimensional issues, together with its meta-heuristic 
approach, rendered it more suited to the 3D hand gesture feature map optimization challenge, yielding 
better results than SGD. 
 
6. Conclusion  

In conclusion, it has been demonstrated that the Enhanced Grasshopper Optimizer (EGO) is an 
efficient method for optimizing the feature map of 3D and the depth map of hand motions in this study. 
According to the findings of the comparative experiment, EGO is superior to other optimization algorithms 
in terms of both the precision of its outputs and the amount of time it takes to calculate them. When 
compared to the results obtained by the stochastic gradient descent (SGD) technique, the performance of 
EGO fared significantly better when it was evaluated with the Rosenbrock benchmark test function. In 
addition, the execution time of EGO was also benchmarked with different amounts of input features, and 
the results confirmed its superiority in the performance of feature selection for 3D hand gesture recognition 
and classification. These findings highlight the potential of EGO as a promising optimization algorithm for 
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the processing of high-dimensional image data and its potential to improve the efficiency of this process. 
Additionally, these findings highlight the potential of EGO to improve the quality of the images produced 
by this process. This paper is a helpful reference for future research and applications in the field of image 
processing and computer vision and acts as such. 
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