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________________________________________________________________________________________________________ 
Abstract: Efficient strategies for index search are crucial elements involved in categorizing and 
retrieving simple as well as complex image collections and libraries. In this paper, new algorithm is 
presented aimed at refining the selection of images to be clustered and more accurate identification 
of ROIs in many clustered objects.  The relations to other features are also expected to be provided, 
including the RGB image features and the other feature sets obtained with the use of Convolutional 
Neural Networks (CNNs) for achieving the scale invariance. Despite, GoogleNet and AlexNet and 
ResNet exist this algorithm has the deep feature and spatial data point of view for improving the 
image classification. Feature coefficient computation further enables the application of norms L1 
and L2 on over the images of RGB. The ‘Scale invariance’ encompasses predicting the scaling of 
keypoints, computation of coefficients between two successive octaves along with expressions of 
virtual intra octave expressions. In the process of maxima selection, interpolation, non-maxima 
suppression, and cumulative thresholding the algorithm applies ROI detection. The presented 
multimodal approach significantly enhances the identification of objects particularly in a setting as 
depicted in this paper with high density of other similar objects. The color feature sets and CNN 
feature sets that are integrated in constructing the Bag-of-Words (BoW) model improve image 
indexation and image search. From the quantitative analysis, there is promising average precision 
(AP) and average recall (AR) when the presented algorithm is tested using data from Corel-10K, 
Tropical Fruits and Cifar-10 datasets. 
 
Keywords: Convolutional Neural Network, Image retrieval,Bag of word, Cross-domain retrieval. 

 
1. Introduction 

The growing significance and application of digital media in various domains and industries due to 
its extensive use have resulted in increasing demands for new approaches to data representation and 
retrieval. Due to advancements in extracting relevant images out of extensive image databases, substantial 
enhancements have been made in existing image retrieval algorithms. Convolutional Neural Networks 
(CNN) designs have been integrated in order to enhance the efficiency of image search [1, 2]. In addition, 
deep learning-based feature extraction methods have also improved the multimedia content processing. 
The CNN features [3] have been proved to be very effective in many retrieval and computer vision tasks 
and make CNN a fundamental model in deep learning. Deep learning, which focuses on the complex 
construction of sophisticated artificial neural networks for feature extraction and classification tasks, is 
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exceptionally suitable in image retrieval because of its superior ability to understand the texture or complex 
spatial patterns and unique recognition features. Deep learning also helps in feature detection and 
understanding within an image. In combination with Content Based Image Retrieval (CBIR), it creates a 
robust approach for mediating meaning of the visual content meaningfully. The type of visual features 
used in a CBIR system determines the efficiency and preciseness of the process of searching and retrieving 
the content. Visual features can be broadly classified as low-level features that are inclusive of shape [4], 
color [5, 6] spatial relationship and texture [7, 8] and high-level features which can also be described as 
semantic features. CBIR concerns itself with the relationship between the spatial arrangement of the low-
level features and the semantic concepts [9].It is therefore very important for the understanding of images 
and the interpretation of semantic context of the images for improving precision and efficiency of image 
retrieval systems. CBIR is generally based on the process of deriving features from a database of saved 
images. When a user submits a query image for search, the CBIR system details like color, shape and 
texture are extracted and compared to the feature database to retrieve relevant images. In this work, a 
novel approach to the smart image search is presented with an emphasis on analyzing areas of potential 
object density in images. RGB image features are integrated with CNN extracted features for scale 
invariance, and it uses the sequential fusion of deep features of GoogleNet, AlexNet, and ResNet for better 
detection. These often involve computing RGB feature coefficients, careful and precise key point scaling 
and using multiple strategies for the identification of regions of interest. The algorithm significantly 
enhances object detection especially in complex structures using color and CNN features to perform image 
indexing and retrieval. Examining across mixed datasets proves its efficiency regarding the Average 
Precision and Recall metrics. 

Following are some of the contributions: 
A novel algorithm for enhancing image selection and ROI identification within a small category of objects 
is presented. 
• The scales of the images are enabled by the RGB image features and the features extracted from the 

CNN. 
• Provides better image classification achieved by using the L1 and L2 norm and key points scaling 

results with help of the Extended GoogleNet, AlexNet, and ResNet that are applied for deep feature 
integration and spatial data perspective. 

• Improved object detection achieved through maxima selection, interpolation, non-maximum 
suppression and cumulative thresholds techniques in multistage. 

• Performs intersections between the color feature sets and BoW model with the CNN feature sets to 
enhance the image indexing and the search ability. 

The higher AP and AR recall rates provided by Corel-10K, Tropical Fruits, and Cifar-10 enlighten 
effectiveness of the presented algorithm. 

The subsequent sections of the article are structured as follows: Section 2 is about the literature review 
where the focus is set on CNNs within the framework of deep learning. The research method that is used 
is described in section 3. Section 4 contains the analysis of research findings presented with the help of 
tables and graphs. Lastly, Section 5 provides a conclusion based on the provided methodology. 
 
2. Materials and Methods 

The approach suggested in [10] aims at expanding the concept of using spatial color data and shape-
based features, as well as object recognition for the improvement of information fusion. This entails 
mapping L2 spatial color configurations for RGB channels and correlating shape features from the grey 
scale images depending on intensity. In the first step, feature vectors are reduced, and in the second step, 
only the coefficients with the highest variance are chosen; as for the image indexing and retrieval process, 
a Bag-of-Words approach is used. In images, features are detected [11] from the interest points obtained 
through the non-maximum suppression of derivatives. These points are then described using scale space 
approaches and are finally fused with color information. Small values of data size mean that high variance 
coefficients are chosen. The article [12] sheds light on the implementation process of deep learning 
algorithms like GoogleNet, VGG-19, and ResNet-50 in the image processing domain. In this paper, they 
talk about their approach involving the use of few connections and multiple layers for discriminative 
mapping. The study incorporates these architectures with textured Eigenvalues and object features 
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standardized by convolutional Laplacian, in addition to the mapped color channels to ultimately enhance 
image retrieval proficiency with regard to different extent and benchmarks of semantic categories. The 
model emphasizes the efficiency in time and computational treatment, enhancing deep learning fusion and 
new descriptor design. Using a content-based approach presented in [13] with the deep convolutional 
neural networks (CNNs), one can achieve high accuracies in image retrieval. This involves the integration 
of GoogleNet and VGG-19 in a manner that results in a formation of signatures that contains the texture, 
color and shape of objects. First, by Markov Random Field (MRF) classifier, the maximum response of the 
texture patterns is obtained. Following this, key points are detected using the Fast Retina Key point 
(FREAK) descriptor that works by detecting corners instead of edges. GoogleNet and VGG-19 models are 
employed to extract deep features, and correlogram method to calculate color attributes. The derived 
methodology [14] offers a method for detecting regions of interest inside images as well as giving 
innovations to them in the global domain. Several interest points are accumulated over multiple 
representation levels to generate signatures of the image. First, the shape features are obtained by grouping 
connected pixels through employing a binary intensity thresholding. Finally, features inside regions of 
maximum stability are localized using the histogram of oriented gradients (HOG). These features are 
combined with rotation-invariant texture characteristics obtained from uniform local binary patterns (LBP) 
as well as rearrangement. This algorithm links the region and texture into fewer components which assist 
in computation of principal components. Image features as objects and color are extracted and described 
for analysis [15].These methods include Gaussian of variance and image convolution; matrix hashing for 
feature approximation. It also divides high-range frequency feature information for spatial indexing, 
which is effective when implementing the strategy for high resolution images with various semantic 
segments. Grey-level details are united with features based on RGB channels in the method of principal 
component analysis, statistical information is minimized. Lastly, for image indexing and retrieval, the 
Bags-of-Word setup is employed. In [16], a feature descriptor is proposed that performs interest point 
detection on a sliding window that is fixed to an optimal scale and examines textures on the corresponding 
patterns. It builds up on the Moravec technique by using the covariance matrix derived from local first 
order derivatives to detect corners, edges or noise elements. These potential points of interest are then 
passed through sliding window approach to extract strong features. The method presented in [17] has 
pointed out the significance of symmetry across the different image processing techniques being 
performed over the CNNs, namely sampling, scoring, scaling, filtering, and suppression. The method 
inclusions involve; symmetric sampling around key points, rotated sampling patterns and smoothing of 
the image by using standard deviation. PCA is then applied to the ResNet features after the features have 
been extracted and scaled followed by a concatenation of the central features. 

A new method is presented in [21] that belongs to the type of CBIR and utilizes support vector 
machine, K-nearest neighbors and Convolutional Neural Networks. Deep learning techniques for low and 
high level image features are illustrated by using Corel 1K, 5K, and 10K databases in the research. In the 
present emphasis, the findings show that deep learning models enhance the performance and precision of 
image related search activities. 

Another work on CBIR proposed in [22] is a two-part hybrid deep machine learning approach. 
Applying transfer learning with ResNet50 and VGG16, and then utilize KNN to match similar features, 
the work attains up to 97.4% image search accuracy by searching through large databases of data. The 
approach has significant enhancements in some areas including the use of digital libraries and cases of 
crime control and finger print identification. 

A new method namely RetCCL is proposed in [23] where clustering-guided contrastive learning is 
applied for WSI retrieval. This method is beneficial because it generates different patches that embrace the 
whole image hence enhances a better accuracy and speed in recovering the damaged areas. The method 
proves especially useful for medical image databases, where the correct results and the ability to handle 
large numbers of images are fundamental to the application. 

Specifically, a transformer-based hashing framework named VTDH is introduced in [24] that 
integrates neural networks and hashing approaches for enhancing the image search quality. The study 
indicates that the suggested framework is more accurate and much faster than the existing approaches on 
CIFAR-10 and ImageNet databases. 
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The survey in [25] and discusses various types of deep learning based retrieval algorithms. A key 
feature of this work is how it reveals how the use of these algorithms increases the effectiveness and 
precision of recommendations through the effective identification of most suitable images that will meet 
users’ search queries. There is a new method called Centralized Spherical Quantization (SCQ) made in [26] 
which is aimed to improve the time of image search. Thus, by improving the quantification process, SCQ 
achieves up to 85% higher map than current algorithms in CIFAR-10 and NUS-WIDE datasets. A CBIR 
system that is elaborated in [27] [28] that combines feature fusion techniques which includes edge 
directions, texture features, color histogram, and deep learning models. The study shows the efficiency of 
the described system for historical investigation and architecture design, as well as for targeted image 
search that provides high accuracy. 
2.1. Methodology 
2.1.1. Detection of Region of Interest 

Scale invariance is an important feature that helps the algorithms to detect the similar key points in 
images even if the size of the stored objects is different. Object detection of key points is therefore 
mandatory, whether the object is large or small or even close up or far away. In this stage, basic 
characteristics of the input are obtained and possible areas are recommended. These regions are then 
classified or segmented based on their content it would be an effort to recognize areas within the data that 
are important so as to be used for further processing. To accomplish this, methods like feature extraction, 
region proposal, and classification are used for precise location of the target irrespective of the size or 
appearance of regions of interest [30]. 
2.1.2. Scale Spaces 

In image processing, scale invariance is done by converting the image into a scale space 
representation. This process entails constructing multiple octaves of the image; each octave being the 
scaled-down version of the original image. Octaves are created by continuously subdividing the image and 
applying a smoothing filter to them before down-sampling. Down sampling helps in the reduction of 
dimensions of the images and enhances the efficiency of processing them. Every octave contains the same 
image but seen at successively higher resolutions to show details at different scales. The process of down 
sampling is then performed successively for each octave to form image pyramids with different levels that 
provide different scales. It guarantees that the key points can be detected for the object of interest 
independently from its size within the image and across the different scales. For this reason, it is possible 
to assist algorithm gain scale invariance through the representation scale-space, as it is possible to detect 
key points in scale levels in the image [31] [32]. It becomes possible to make a relevant matching and 
recognizing in several angles of the object detection, the image registration and the search and find of 
images and the problem occurs when the objects are of different sizes and distances from the camera.  
2.1.3. Masking 

Mask 9-16 is used in signal processing for the purpose of filtering high gross noise and enhancement 
of image quality. It works using 3×3 mask placed on the image and each element in the mask is an average 
of the pixels in the surrounding region weighted. They are determined by the Gaussian function in which 
the central sample or pixel is given the highest weight and the succeeding samples or pixels are granted 
progressively lower weights.  This process of smoothing the image reduces the random variation and also 
improves the sharpness and outlines of the image by preserving the important features. Circular neighbor 
8 is one of the common techniques in feature extraction in the field of image processing to obtain circular 
objects or structures of the image [32]. It is one of the steps in feature extraction process that helps in the 
detection of objects and categorizing them within the imaginable scene. Circular neighbor 8 divides the 
image into several scales and subtract an unwanted noise in the image using any of the smoother masks 9-
16.It is the third dimension of feature extraction, and its outcomes are integrated with other techniques to 
improve chances for object identification in the image. 
2.1.4. Maximum Threshold 

Non-maximum suppression is used to further refine the selection of the corner points when the corner 
detection is being done. This process measures the significance of each of the corner points defined in an 
area or the nearby area that is a radius or window length from the point in consideration. If the corner 
point being evaluated is the maximum within its local neighborhood, it means that it will be included as a 
candidate corner. However, if it is not the maximum, it is suppressed or discarded. This helps in the 
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removal of some or most of the corner points which are less relevant or unnecessary hence retaining the 
dominant corner points. 

 
Figure 1. Proposed Methodology 

2.1.5. Non Maxima Suppression 
The application of non-maximum suppression by choosing only the important corner points leads to 

better accuracy and reliability of corner detection algorithms and their insensitivity to noise and variation 
in images. These identified corner points can be further used for various applications including feature 
matching, object recognition or image registration. Interpolation is used to determine the unknown 
response value when the pixel positions are not distinct or not on the response surface. They are used in 
the non-maxima suppression algorithm at patch boundaries to maintain a proper flow of responses while 
sustaining the maximum condition.  
2.1.6. Interpolation 

This interpolation procedure helps to select the more significant key points that would capture unique 
and different patterns at different scales. When key points have been detected, their precise location is then 
determined more accurately with the help of sub-pixel precision. In this process, the detail of the lightness 
gradient present at the key point location and the pixel value interpolation to decide the appropriate sub-
pixel position is performed. The gradient information is then used to find the direction and magnitude of 
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the local image structure around the key point, and these features are used along with the intensity values 
to better refine the location of the key point. When the location of the key point is refined to sub-pixel 
accuracy, the step of feature matching and recognition improves significantly in terms of resolution and 
quality since it can effectively distinguish key points that are very close or those that look very similar.  
2.1.7. Color Feature Set 

First, the image is described as a set of key points that are decisive points to recognize the image. 
Coefficient computation is an approach applied in image scaling to maintain the colors of an image as the 
size is adjusted. Here the image is implemented as a two-dimensional matrix of pixels where each pixel 
has a certain color value. The color values are analyzed by a color feature set containing a set of 
mathematical functions that represent the color information of the image. These functions are used in the 
evaluation of coefficients that correspond to each pixel in the image. These coefficients are then used to 
scale the dimensions of the image while at the same time preserving the color data measurements. This is 
done in scaling where each pixel color value is multiplied with its corresponding coefficient depending on 
the scale factor to change the color of the pixels. This type of scaled image is also pretty capable of 
preserving the color details of the original image and has easily recognizable colors even after scaling. This 
is particularly so especially in activities such as object recognition similar to image search where color data 
is essential in the identification and matching processes. 
2.1.8. CNN Feature Set 

The proposed method includes deep models such as the deep convolutional neural network which 
includes models like AlexNet, GoogleNet, and ResNet. CNN is one of the most powerful and efficient 
approaches in the field of deep learning, which is associated with image analysis. This is possible because 
through the filter, features may be analyzed and segmented from an image; something that makes it ideal 
when developing image processing systems. Some of the main parts that make up CNN include the 
following: In the architecture of the proposed model the first layer is the convolutional layer, the second 
layer is the pool layer, the third layer is the fully connected layer and the fourth layer is the output layer. 
The convolution layer’s major role is to transform an input image into features where in this layer there 
are filters that are passed through the image. These filters apply convolution with the input data to generate 
feature maps. Regardless of max-pooling or average-pooling, pooling layers help to achieve 
dimensionality reduction of feature maps as well as prevent overfitting. Dense layers or fully connected 
layers are the final layers in a neural network model that make the final prediction based on extracted 
features. They are another set of neurons that receive input from the previous layer and apply a linear 
operation to provide the final result. The output layer as often a Softmax layer that gives each class label a 
probability so that the network can make its decision. AlexNet has eight layers out of which, five layers 
are convolutional layers meant to define the features while the other three are fully connected layers that 
help to carry out the classification. On the other hand, GoogleNet comes with 22 layers of the convolution 
and fully connected layers and has adopted the new “Inception module” which can work on multiple 
feature maps at the same time and still minimize on the network parameters but at the same time 
maximizing on the accurate models. The idea introduced by ResNet is called residual connections, which 
directly allow gradients to pass between layers and solve the vanishing gradient problem to enhance deep 
learning. Architecturally, it is made up of several residual blocks placed in a linked manner, featuring 
convolutional layers, batch normalization and ReLU activation, with skip connections to enable efficient 
training and reduce the computational complexity of learning residual as well as non-residual information. 
2.1.9. Commutative Feature Set 

The system consists of a feature set known as CNN feature set; this component is responsible for object 
detection and classification within an image. The CNN feature set is related to the Intra-octaves layering 
and the Maxima feature set which is very useful in processing the image and determining maximum 
features from the image. The components of the system are integrated so that it can accept images of 
different formats and dimensions with optimum speed and accuracy.  
2.1.10. BoW Architecture 

The bag-of-words model, which is a fundamental component of NLP, converts textual data into 
vectors of numerical values based on the count of words. It builds the vocabulary list for all the documents 
in the corpus resulting into high dimensions and low-density vectors, where the dimensions represent 
words and values representing word frequencies. N-grams are disregarding word order and found useful 
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in several NLP applications such as sentiment analysis, document classification, and information retrieval 
where it often serves as features for machine learning. 
2.2. Experimentation 
2.2.1. Datasets 

The effectiveness of an image retrieval system is measured on the basis of several datasets containing 
different images attributes like color, texture, and shape. This assessment is designed in such a way that 
guarantees that it is both efficient and accurate. The experiment carried out in this study makes use of three 
datasets comprising of different categories; Cifar-10, Tropical Fruits and Corel-10K. The datasets consist of 
images collected from different sources, thus the evaluation of many features of images is possible. To be 
efficient and accurate at the same time, the experiments are carried out across a range of datasets. These 
numerical outcomes for each set of data show the varying degrees of accuracy and efficiency for each set 
of data based on its characteristics. 
2.2.1.1 Cifar-10  

The Cifar-10 dataset contains sixty thousand color images each of size 32×32 categorized into ten 
classes with six thousand images in each class. It is extensively used as a training and testing dataset in 
deep learning, particularly for image classification applications. Images in the database are in RGB format 
and each of them belongs to one of the ten classes: automobile, birds, ships, deer, dogs, frogs, cats, horses 
and trucks. The images are distributed evenly across each class, and each class contains approximately 
8,000 while the background class contains nearly 6,000 images. This particular dataset is widely used as a 
benchmark to measure the performance of image classification models. 

 
 

Figure 2. Cifar-10 dataset showing different sample images belong to each category [18] 
2.2.1.2. Corel-10K 

The Corel-10K dataset is a vast compilation comprising 100 distinct categories, each housing 100 
individual images, totaling 10,000 images (100 x 100). Every image has dimensions of 128 × 84 pixels. The 
dataset is primarily intended for research and experimentation in image retrieval and feature extraction 
techniques. 

 
 

Figure 3. Corel-10K dataset showing different sample images belong to each category [19] 
2.2.1.3. Tropical-fruits  

The tropical fruits dataset is a comprehensive compilation featuring fifteen categories of fruit, 
encompassing both fresh and rotten variations. The dataset comprises 3,200 original images and 12,335 
augmented images, initially trained on a set of 2,560 images.This database is divided into 15 categories i.e. 
asterix_potato, granny_smith_apple, nectarine, plum, watermelon, kiwi, honneydew_melon, cashew, 
onion, Spanish_pear, ta iti_lime and diamond_peach.   
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Figure 4. Sample images are selected from respective tropical-fruits dataset [20] 

 
2.2.2. Precision, Recall and F-measure Evaluation 

Precision and recall play pivotal roles in assessing the effectiveness of information retrieval systems. 
Precision evaluates the accuracy of retrieved results by measuring the ratio of relevant items to the total 
retrieved set. A high precision value indicates a strong alignment between retrieved items and user queries, 
while a low precision value suggests the presence of irrelevant data. Precision can be computed as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = !!(#)
!%(&)

                                                                   (1) 

Recall assesses how well a system captures all relevant items, indicating the percentage of correctly 
retrieved relevant items out of the total relevant items. High recall reflects efficient retrieval of a large 
portion of relevant items, while low recall indicates the system's failure to retrieve a significant number of 
relevant items, leading to incomplete outcomes. Recall can be computed: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
!!(&)
!°

                                                                             (2) 

The F-Measure is a reliable method that combines precision and recall into a single measurement, 
providing a comprehensive assessment of performance by skillfully incorporating both factors. The F-

measure can be computed as: 

𝐹 =	 "∗$∗%
$&%

                                                                              (3) 

3. Results 
We conducted experiments on various benchmark datasets to evaluate the accuracy of the proposed 

technique.  
 
 
 
 
 
 
 
 
 
 

                

(a) Precision                                 (b) Recall 
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(c) F-Score 

Figure 5. (a) Show the Average Precision, (b) Show the Recall, (c) Show the f-score of Cifar-10 
dataset is with CNN Architecture 

Figure 5a presents the average precision rates for the CIFAR-10 dataset using CNN architecture. The 
suggested approach demonstrated an average precision ratio exceeding 90% for image categories like 
automobiles, dogs, ships and horses, while attaining average precision results exceeding 85% forcatand 
truck. Furthermore, the offered method demonstrated average precision rates exceeding 70% for various 
additional categories. The frog category shows 0.14 recall rate with ResNet. The bird category shows 
highest recall rate 0.12 with AlexNet. The horse category shows 0.13 recall rate with GoogleNet. ResNet 
architecture scores highest F-measure value of 0.23. Extreme value for AlexNet and GoogleNet is 0.22 and 
most of the categories the F-measure value is 0.18.  

Table 1. Precision, recall, and F-score for the Cifar-10 dataset using AlexNet, GoogleNet, and ResNet 
Cifar-10 Dataset 

 AlexNet GoogleNet ResNet 
Category Precision Recall F-

score 
Precision Recall F-

Score 
Precision Recall F-

score 
automobile 1 0.1 0.18 1 0.1 0.18 0.9 0.11 0.20 
Bird 0.8 0.12 0.21 1 0.1 0.18 1 0.1 0.18 
cat 0.9 0.11 0.21 0.8 0.13 0.22 0.7 0.13 0.22 
cifar10.csv 0.8 0.12 0.19 0.8 0.13 0.22 0.8 0.12 0.21 
deer 0.6 0.14 0.21 1 0.1 0.18 1 0.1 0.18 
Dog 1 0.1 0.18 1 0.1 0.18 0.7 0.13 0.22 
Frog 0.7 0.13 0.22 0.9 0.11 0.20 0.6 0.14 0.23 
horse 1 0.1 0.18 0.8 0.13 0.22 0.8 0.12 0.21 
Ship 1 0.1 0.18 0.9 0.11 0.20 1 0.1 0.18 
Truck 0.9 0.11 0.20 0.9 0.11 0.20 1 0.1 0.18 

3.1. Experiments on Tropical-fruits dataset 
The proposed approach processes all categories of tropical fruits dataset. Furthermore, the proposed 

approach excels in certain categories such as asterix_potato, granny_smith_apple, nectarine, plum, 
watermelon, kiwi, honneydew_melon, cashew, onion, Spanish_pear, ta iti_lime and diamond_peach. 

The suggested approach demonstrated an average precision ratio exceeding 90% for image categories 
like asterix_potato,, cashew, granny_smith_apple,watermelon, honneydew_melonand onion while 
achieving above 70% average precision results for diamond-peach, nectarine and Spanish-pear. 
Furthermore, the fuji-apple and nectarine categoryshow0.14 recall rate with ResNet. The diamond-peach 
category shows highest recall rate 0.14 with AlexNet. Thefuji-apple and kiwicategory show0.14 recall rate 
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with GoogleNet. The extreme F-measure value for AlexNet, GoogleNet, and ResNet architectures is 0.23, 
while for most categories, the F-measure value is 0.18. 

 
 
 
 
 
 
 
 
 
 
 
            (a) Precision         (b) Recall 
 
 
 
 
 
 
 
 
 
 
 
 

 
(c) F-Score 

Figure 6. (a) Illustrates the Average Precision, while (b) presents the Recall, and (c) displays the F-score 
for the CIFAR-10 dataset utilizing AlexNet, GoogleNet, and ResNet architectures 

The suggested approach demonstrated an average precision ratio exceeding 90% for image categories 
like asterix_potato,, cashew,  granny_smith_apple,watermelon, honneydew_melonand onion while 
achieving above 70% average precision results for diamond-peach, nectarine and Spanish-pear. 
Furthermore, the fuji-apple and nectarine categoryshow0.14 recall rate with ResNet. The diamond-peach 
category shows highest recall rate 0.14 with AlexNet. Thefuji-apple and kiwicategory show0.14 recall rate 
with GoogleNet.The extreme F-measure value for AlexNet, GoogleNet, and ResNet architectures is 0.23, 
while for most categories, the F-measure value is 0.18. 
Table 2. The Precision, Recall, and F-score metrics of AlexNet, GoogleNet, and ResNet with the Tropical-

fruits dataset 
Tropical-fruits Dataset 

 AlexNet GoogleNet ResNet 
Category Precisi

on 
Reca

ll 
F-

score 
Precisi

on 
Reca

ll 
F-

score 
Precisi

on 
Reca

ll 
F-

score 
asterix_potato 1 0.1 0.18 0.9 0.11 0.20 1 0.1 0.18 

cashew 0.8 0.13 0.22 1 0.1 0.18 1 0.1 0.18 
diamond_peach 0.6 0.14 0.23 0.7 0.13 0.22 0.8 0.12 0.21 

fuji_apple 0.7 0.14 0.23 0.7 0.14 0.23 0.6 0.14 0.23 
granny_smith_ap

ple 
1 0.1 0.18 0.8 0.12 0.21 0.9 0.12 0.21 
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honneydew_mel
on 

0.9 0.12 0.21 1 0.1 0.18 1 0.1 0.18 

kiwi 0.9 0.11 0.20 0.6 0.14 0.23 0.7 0.13 0.22 
nectarine 1 0.1 0.18 0.9 0.11 0.20 0.6 0.14 0.23 

onion 0.8 0.12 0.21 0.9 0.12 0.21 0.7 0.13 0.22 
orange 0.6 0.13 0.21 0.8 0.13 0.22 1 0.1 0.18 
plum 1 0.1 0.18 0.6 0.13 0.21 0.8 0.12 0.21 

spanish_pear 0.7 0.13 0.22 1 0.1 0.18 0.6 0.13 0.21 
taiti_lime 0.8 0.12 0.21 1 0.1 0.18 1 0.1 0.18 

tropical-fruits.csv 1 0.1 0.18 0.8 0.12 0.21 1 0.1 0.18 
watermelon 0.9 0.11 0.20 1 0.1 0.18 0.9 0.11 0.20 

3.2. Experiments on large benchmark Corel-10K dataset  
The Corel-10K dataset contains 10,000 images categorized into 100 diverse categories, with each 

category comprising 100 individual images. 
 
 
 
 
 
 
 
 
 
 
 
 

             (a) Precision         (b) Recall 
 

 
(c) F-Score 

Figure 7. (a) Shows the Average Precision, (b) shows the Recall, and (c) shows the F-score of top 20 
categories ofCorel-10K dataset with AlexNet, GoogleNet, and ResNet architectures 

The graphical representation depicted in Figure 7illustrates the top 20 categories within the Corel-10K 
dataset, complemented by their corresponding numerical values as detailed in Table 3. Categories 14 and 
2 exhibit the highest average precision of 1.0 when assessed with AlexNet, while Categories 10 and 26 
achieve the same precision score with GoogleNet. Similarly, Categories 17 and 24 demonstrate a perfect 
average precision of 1.0 when evaluated with ResNet. Notably, Category 8 achieves the highest recall score 
of 0.5 within the framework of the GoogleNet architecture. Furthermore, Categories 16 and 27, analyzed 
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with GoogleNet, yield the highest F-score of 0.29, whereas Categories 100 and 25, examined using ResNet, 
also achieve this same F-score. 

Table 3. Precision, Recall, and F-measure scores for AlexNet, GoogleNet, and ResNet on the top 20 
categories of the Corel-10K dataset 
Corel 10K dataset top 20 categories 

 AlexNet GoogleNet ResNet 

Categor
y 

Precisio
n 

Recall F-score Precisio
n 

Recall F-score Precisio
n 

Recall F-score 

10 0.8 0.13 0.22 1 0.1 0.18 0.6 0.17 0.26 
100 0.7 0.14 0.23 0.9 0.11 0.20 0.5 0.2 0.29 
11 0.4 0.25 0.31 0.9 0.11 0.20 0.6 0.17 0.26 
12 0.6 0.14 0.23 0.5 0.2 0.29 0.7 0.14 0.23 
13 0.8 0.12 0.21 0.3 0.33 0.31 0.5 0.2 0.29 
14 1 0.1 0.18 0.6 0.17 0.26 0.9 0.11 0.20 
15 0.7 0.12 0.20 0.4 0.25 0.31 0.8 0.13 0.22 
16 0.8 0.13 0.22 0.2 0.50 0.29 0.6 0.17 0.26 
17 0.9 0.11 0.20 0.8 0.13 0.22 1 0.1 0.18 
18 0.6 0.17 0.26 0.8 0.13 0.22 0.6 0.17 0.26 
19 0.6 0.13 0.21 0.7 0.12 0.20 0.8 0.12 0.21 
2 1 0.1 0.18 0.9 0.11 0.20 0.7 0.13 0.22 
20 0.8 0.13 0.22 0.4 0.25 0.31 0.9 0.11 0.20 
21 0.7 0.14 0.23 0.6 0.14 0.23 0.7 0.14 0.23 
22 0.9 0.12 0.21 0.8 0.12 0.21 0.7 0.13 0.22 
23 0.6 0.13 0.21 0.7 0.13 0.22 0.9 0.11 0.20 
24 0.7 0.14 0.23 0.9 0.11 0.20 1 0.1 0.18 
25 0.8 0.11 0.19 0.3 0.33 0.31 0.5 0.2 0.29 
26 0.8 0.14 0.24 1 0.1 0.18 0.9 0.11 0.20 
27 0.6 0.13 0.21 0.5 0.2 0.29 0.9 0.11 0.20 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

(a) Percision                           (b) Recall     
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(c) F-Score 
Figure 8. (a) shows the Average Precision, (b) shows the Recall, and (c) shows the F-score of average 5 

categories of Corel-10K dataset with AlexNet, GoogleNet, and ResNet architectures             
In Figure 8a, the Average Precision is depicted, while Figure 8b displays the Recall rate, while Figure 

8c presents the average F-score across five categories from the Corel-10K dataset, analyzed across the 
AlexNet, GoogleNet, and ResNet architectures. Notably, Category 53 demonstrates 100% precision when 
evaluated with GoogleNet. Furthermore, the highest recall rate of 0.33 is observed for categories 54 and 56, 
utilizing the GoogleNet architecture. Categories 52 and 54 exhibit the highest F-score of 0.29 when assessed 
with the ResNet architecture. These numerical values are presented in Table 4. 
Table 4. Average Precision, Recall, and F-measure scores across five categories for AlexNet, GoogleNet, 

and ResNet on the Corel-10K dataset 
Corel 10K dataset average 5 categories 

 AlexNet GoogleNet ResNet 

Catego
ry 

Precisi
on 

Recall F-Score Precisi
on 

Recall F-Score Precisi
on 

Recall F-Score 

52 0.6 0.14 0.23 0.4 0.25 0.31 0.5 0.2 0.29 
53 0.9 0.11 0.20 1 0.1 0.18 0.5 0.2 0.29 
54 0.9 0.11 0.20 0.3 0.33 0.31 0.4 0.25 0.31 
55 0.9 0.11 0.20 0.8 0.13 0.22 0.7 0.14 0.23 
56 0.7 0.13 0.22 0.3 0.33 0.31 0.9 0.12 0.21 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

(a) Precision.                                           (Recall)        .                     
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(c) F-Score 
Figure 9. (a) shows the Average Precision, (b) shows the Recall and (c) shows the F-score of below 
average 3 categories of Corel-10K dataset with AlexNet, GoogleNet, and ResNet architectures 

In Figure 9a, the Average Precision is depicted, while 9b illustrates the Recall rate, and 9c showcases 
the F-measure of the below average of 3 categories from the Corel-10K dataset, analyzed across the 
AlexNet, GoogleNet, and ResNet architectures. Noteworthy is the demonstration of 100% precision by 
Category corel-10K.csv when assessed with AlexNet. Additionally, the GoogleNet architecture 
showcases the highest recall rate of 0.33 for category 98. Furthermore, both Category 98 and 99 exhibit 
the highest F-score of 0.31, with GoogleNet and ResNet architectures, respectively. These comprehensive 
numerical insights are meticulously presented within the confines of Table 5. 
Table 5. Precision, Recall and F-measure with AlexNet, GoogleNet and ResNet of Corel-10K dataset below 

average 3 categories 
Corel 10K dataset below average 3 categories 

 AlexNet GoogleNet ResNet 

Category Precisi
on 

Recal
l 

F-
Score 

Precisi
on 

Recal
l 

F-
Score 

Precisi
on 

Recal
l 

F-
Score 

98 0.6 0.17 0.26 0.3 0.33 0.31 0.6 0.17 0.26 

99 0.6 0.17 0.26 0.4 0.25 0.31 0.4 0.25 0.31 

corel_10k.cs
v 

1 0.1 0.18 0.5 0.2 0.29 0.7 0.14 0.23 

 
 
 

 
 
 
 
 
 
 

(a) Precision and Recall 
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(b) F-Score 

Figure 10. (a) Shows the precision and recall rate of Corel-10K dataset, (b) shows F-score with 
AlexNet, GoogleNet, and ResNet 

Figure 10 presents the precision and recall rates achieved for Corel-10K dataset by employing different 
CNNs, including AlexNet, GoogleNet, and ResNet. It indicates that the CNN models exhibit highest 
average precision of 1.0 in most of the categories, highest recall rate 0.33 in some categories and highest f-
measure score. 
 
4. Conclusions 

In conclusion, this research article presents a creative approach for image retrieval, which centers on 
precisely identifying shapes, objects, textures, and spatial color details. Our approach demonstrates 
significant capabilities in feature detection, leveraging both local and global characteristics to achieve 
accurate image classification. By integrating ResNet, GoogleNet, and AlexNet CNN architectures, we 
achieve outstanding results in tackling the challenges of image retrieval. The study evaluates performance 
using the Corel-10K, Cifar-10, and Tropical fruits datasets, consolidating numerous stages into a single 
process to improve computational effectiveness. Incorporating a scale-space pyramid within the algorithm 
facilitates key point identification across various scales and robust binary descriptor extraction. This aspect 
enhances the algorithm's adaptability to changes in lighting conditions and viewpoints, resulting in more 
precise object detection. Furthermore, color feature sets are computed and merged with the feature set 
generated by CNN sin a later stage. Lastly, the Bag-of-Words model is utilized for the retrieval of suitable 
images, showcasing high accuracy and precision in our methodology's outcomes. 
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