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Abstract: Malware hazards are becoming more perplexing with time, new types of malware are 
entering cyberspace and triggering millions of devices day by day. People could not restrain in this 
century to refrain from not using smart devices, and adopting technology, as this world is shifting 
into a smart world, and due to the COVID19 wave, more numbers of devices and systems were 
being adopted by the people. In viewing the need of the society and to save the cyber world we have 
to step into this war against cybercrimes and play our role to save this world by making such models 
that are efficient and effective against malware. Therefore, accordingly, machine learning techniques 
have become the main point for cybersecurity as they are most suitable for handling modern 
malware attacks. Moreover, machine algorithms can generalize and distinguish cyber threats to a 
great extent. We applied an ensemble model in which we have used different machine learning 
algorithms such as KNN, SVM, and LR, as first stage classifiers and voting classifiers as meta-learner 
classifiers to identify the complex and modern malware. We have applied hard voting in our 
ensemble model. We also discuss and evaluate the performance of every algorithm applied in the 
model. KNN shows the best results overall. The ensemble model provides us the best result than 
any individual used model. The output of testing proves that our proposed method is highly 
efficient and adaptive and gives better results than many other present techniques. We gain 99.7 % 
accuracy with F-score 99%. The running time of the model is also less. So this proposed detecting 
malware model could be easily implemented in smart IoT devices as well. 
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1. Introduction 

Network traffic has been emerged due to the tremendous hype of IoT devices, by this various 
countermeasures arose such as privacy and security of users. [1]. Sensors and electronic devices 
communicate with the help of the internet to facilitate our living standards, and this rising technology is 
called the Internet of Things (IoT) [2]. In this advanced era of technology, the internet of things (IoT) 
technology is rapidly increasing [3], with the passage of time every second, devices are becoming a part of 
this growing technology. Although by adapting this technology our life becomes more at ease and we don’t 
have to focus on minor tasks. All fields are adapting this technology rapidly, whether it’s a person's 
wearable watches, cars, homes, industries, etc. This technology is now becoming a part of our daily routine. 
Observing the past analytics of adapting IoT technology, it assumes that the total number of connected 
devices with IoT will go high in the near future [4]. The global number IoT devices is estimated to nearly 
double, growing from 15.9 billion in 2023 to over 32.1 billion by 2030 [84]  
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As more devices are becoming part of IoT technology more traffic should be generated and due to this 
our security and privacy delimiters should become vulnerable to the hacker world [1]. In the year of 2013, 
almost one billion user accounts had been hacked by hackers [5]. One hundred and forty five million 
accounts of eBay had been under attack by the hackers in 2014 and this is not the end but the beginning of 
the attacks it continues to increase as the years passes in 2017 the personal pieces of information of one 
hundred and forty-three million customers of Equifax has been leaked. the same year a toy manufacturing 
industry whose worth is five billion had been attacked, [6] compromised eight hundred and twenty 
thousand customers' accounts and more than two million voice recordings had been leaked from some of 
them they also demand Ransom. 

As this is the era of technology everything whether it is about education shopping, banking, 
communication, seat reservation, entertainment, all is now possible with technology. But somewhere in 
the heart of users, there is a little bit of hesitation to adopt this new technology, because of weak privacy 
constraints and attacks that are taking place recently. [7], [8]. Security threats to breach data are the most 
concern of security experts, data is everything whether it’s a control given by a remote to a car or a projector 
screen or a simple discussion between two parties [9][10], [11]. Data privacy attack leaks your personal 
information [12]. It classifies into two types active and passive privacy attacks (( ADPA) (PDPA)) [13],[14]. 

 Many researchers have entered this field and gave various cyber security systems and proposed 
different solutions on how we could secure our private data from unauthorized users and malicious 
attacks, trying to access the network. IoT cyber security becomes a main worry for the IoT World [3]. In 
2017 Distributed denial of service attack (DDoS) cripples the infrastructure of IoT [3], [4]. On October 21st, 
2016 the biggest DDOS attack Mirai launched, which cost huge destruction. The impact is devastating as it 
disabled some of the major services like Twitter, Amazon, and Netflix. It targets the Domain name service 
(DNS) servers. Attackers infected various IoT devices such as DVR recorders and IP cameras using this 
malware. When the source code of the attack leaked in 2017, hackers altered it to make various other IoT 
malware [15]. 

The current situation of cybercrime activities is full of different events where somewhere we saw 
breaches in security flaws, massive data breaches, leaks of personal information, and demanding 
ransomware. Day after day we go through many news about cyber-attacks even the well-known celebrities 
and political leaders are not safe from these attacks. Students' computers are lockdown by hackers and 
they demand payment to unlock the system. Hospitals are even not safe from cyber-attacks [16]. There are 
flaws in billions of microchips. There are many challenges for privacy and security in IoT devices as the 
trend of using IoT devices is growing. One of the biggest causes for the drastic increase in using IoT devices 
is due to covid 19 [17], [18]. 

Kaspersky Lab report 0f 2020 depicts that in 2016 malware samples for IoT is 3216 and in 2018 it 
increased to 121588 [88]. So as a result privacy and security measures in this complex IoT environment 
have become a major challenge that has to be carefully monitored. 

As IoT gadgets are becoming a part of our daily life and are used frequently, malicious attacks called 
malware attacks are highly taking place such as Trojan horses, adware, spyware, rootkits, worms, viruses, 
botnets, ransomware [19].  

People are embracing technology eagerly with their open arms. According to the International 
Telecommunication Union (ITU) report, In 2023, 5.4 billion (67% worlds population) user are using the 
internet [90]  

In our research work, we detect malware in devices through ML techniques. Malware detection is a 
method to detect the occurrence of the malware in the device or to figure out whether the script so-called 
program was malignant or benign (contains a virus or not) so the file could be removed and protection 
holds [20]. 

 Machin learning and artificial intelligence (AI) methods are very efficient techniques and are adopted 
broadly by the analyst to spot the IoT network cyber-attacks [21], [22]. As we know malware could damage 
a machine to a great extent. It could cause the appliance to slow its performance or crash down. Due to 
malware the disk space could be restricted, increased the usage of the internet, extensions in the browsers 
and pop-up ads, etc. [23], [24], [19]. ML techniques gave accurate results so it gains the eye of various fields, 
as the output is reliable and accurate [3].  
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People keep using their devices without the acknowledgment that someone is peeking at or stealing 
their important data files, passwords, credit card information, and gaining access to their system. So it’s a 
major concern that the first detection technique should be improved and then moves to prevention 
concerns. If we are unable to detect the malware, how we could prevent it. Many different models exist to 
detect the malware but with time malware affecting methods are being improved so we should keep on 
improving and researching the detection techniques to protect the cyber world. 

Many system models are in the run to come into existence to detect the malware so that the cyber world 
will become more secure and protective from the activities that harm and sabotage the system. The 
malware identification detects the harmful and malicious code so that further actions could be taken so 
that the system which contains malware got into consideration [19]. 

   We worked on the technique that detects malware that is now more complex in nature to be detected 
and you could say modernized, we could tackle malware before it further harms. We used a supervised 
ensemble learner to detect malware. In supervised learning, data is passed through with labels. The 
foremost goal of the supervised learning model is to calculate the result when new data is given. By 
supervised learning, we could perceive whether we are gaining the correct outcome or not, or in other 
words, we could say we will get direct feedback.[25]–[27] 

 So by proposing our ensemble model, we contribute our part to making the cyber world especially IoT 
world secure and trustworthy, enhancing knowledge, and building a path so researchers take further steps 
to improve security parameters. 

We proposed classification and statistical approaches to detect malware through advanced techniques. 
Therefore, the main steps of our analysis are as follows: 
• Reduce the dimensionality and extract the desired features from the collected data using PCA. 
• Classify the data using supervised ensemble model. 

Our research objective is to grow a model that can distinguish the latest malware and protect the cyber 
world, especially IoT, which is our future. We aim to build a model that is both effective and efficient. Our 
task is to detect the malware accurately, as possible, and save the systems from the serve disaster. So our 
proposed model will be applied to all the systems which are vulnerable to the hacker world. Especially 
Education departments, Hospital departments, and IoT devices. 

The rest of the research paper is planned as follows: Section 2 analyses the previous work done, 
associated to our research. Section 3 is about the methodology, we described that how we design our model 
and perform our research. Section 4 includes our results, we analyze our work and its outcome and also 
gave comments on it. The last section 5 in which we wrote the conclusion and future work. 

 
2. Previous Malware Detection Techniques and Their Limitations 

Traditionally, to detect malware, signature-based methods were used but the problem was applicability 
and scalability become limited by this method [28]. Another kind of technique used is static code analysis, 
but the problem was code obfuscation and before analysis, we should have to unpack and decrypt the files 
[29]. So dynamic code was proposed in which we do not need to unzip or decrypt the exe.file in the virtual 
environment, which is resource consuming and time-intensive [30]. Although these two methods did not 
identify specific kinds of malware that behave well camouflaged and which do not satisfy trigger 
conditions [31]. 

In 1980 Anderson presented the primary interruption identification framework (IDS) (Mukherjee and 
Sharma, 2012). In 1987 Denning (Denning, 1987) examined a model for interruption location in view of 
ongoing recognition. Their proposed models can recognize infiltrations, break-ins, diversions, and other 
PC based interruptions that hurt the PC framework. Their proposed new model depended on the 
speculation that implies any dubious way of behaving could be identified by examining review records, 
and likewise conceivable by observing client conduct we could likewise identify strange assaults in an 
organization [3]. 

[66] Present a framework called Haze Registering based Security (Concentration) that sees and 
recognizes malware digital assaults and safeguards IoT gadgets from digital assaults. The Spotlight 
framework depended on a virtual confidential organization (VPN) so that secured and solid 
correspondence can happen between IoT gadgets (Tian, Luo, Qiu, Du, and Guizani, 2020). The VPN server 
is safeguarded by the authentication reaction and protect the IoT gadgets from DDoS assaults. They 
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likewise executed their proposed framework in mist figuring and acquired compelling result. Their 
framework can identify assaults with less data transfer capacity and inside a brief time frame [3]. 
Nonetheless, AI and Man-made consciousness (man-made intelligence) procedures are more solid and 
powerful strategies and are utilized broadly in the IoT climate, [21], [22], [32]. ML techniques have become 
very popular and adopted by almost every field due to their valid results [3]. 

Now many researchers put their potential into advanced ML methods and by using these advanced 
techniques of ML they have taken out more information from the malware datasets [31]. 

Table 1. Existing solutions to threats, using Machine Learning Algorithms 
Reference Threat Algorithm Dataset Accuracy 

[7] MiTM Best of 20 Private 
(Precision) 

98.5% 
[33] MiTM QL,DQ Private - 
[34] MiTM Softmax Private - 
[35] Data Privacy SGD - 95% 
[36] Data Privacy LR NSL-KDD - 
[37] Data Privacy OMPE Realworld - 
[38] Data Privacy SVM Realworld 94% 
[39] Data Privacy HBD, NB,DT - - 
[40] Anomaly CNN Sino Weibo 91.34% 

Recurrent neural networks (RNN) have been used by scholars since it became popular for the 
classification and detection of malware [41], [42], [43]. In RNN API sequence is called by the program that 
is used as an input the system predicts whether the program is malware or benign. The intimacy of this 
system was that it processes the sequence chain in only the forward direction although some sequential 
patterns are in the backward direction so it could not detect that type of malware. 

So a solution to this was encountered by introducing bidirectional RNN [44]. It analyses and learns the 
patterns from both directions. In this, they implement an additional backward RNN that processes 
backward sequence, but the problem is computational cost accrued with low efficiency. The probability 
was accustomed to computing the concatenation of the hidden states from both aspects. 

Kong and Yan [45] proposed a new system that applies discriminated distance matrices learning. The 
system was based on a function call graph that extracts fine-grained features between two samples of 
malware. This method helps to cluster the malware which belongs to the same family while which belongs 
to others keeping them in another cluster by a minute distance. The issue that weakens this system is that 
the correctness depends upon the extracted fine-gained features. 

Mohaisen and Alrawi [46] submitted a system that detects malware on a large scale. It was an automated 
system AMAL that analyzed and classifies malware. It was constituted of two subsystems AutoMal and 
MaLabel. Automal gathers malicious low granularity pattern artifacts, while MaLabel creates 
representative features through artifacts. MaLabel uses various learning algorithms to classify the 
malware, the learning algorithms include K-nearest neighbor, decision tree, and SVM. The issue is that in 
the system we have to run samples of malware in a virtualized environment that causes overhead for the 
system.  

Another technique to detect malware was through the behavior of the malware. It detects the malware 
as they behave. The downfall of this technique was the analyst become confused by first encrypting and 
decrypting the malicious code. This also required an emulated environment to observe the behavior of the 
code the malicious file contained. So to set up the emulated environment takes too much time. [47] 

Albeit the above-examined strategies recommended by scientists are extremely valuable and 
advantageous in identifying and grouping malware, it is fundamental to choose the most useful list of 
capabilities that contains substantial in-line for the Bot IoT assault recognition in the IoT climate. Different 
lead steps ought to be remembered while picking highlight determination procedures, for example, 
following traffic, follow unique traffic, subset age, to produce highlights from following traffic subset 
assessment, from the following stage assess the created highlights set, and the expert takes a few choices 
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to pick the compelling technique for include choice. The subset assessment then, at that point, gives the 
indisputable choice and validates the list of capabilities [48]. 

Many techniques to identify malware are present. One is the signature-based identification process which 
has been implemented in various anti-malware software, but the programmers that wrote malware code 
used new techniques that could not be detective. Hostile to malware programming shields Web clients 
from malware assaults, and it utilizes a mark-based way to deal with recognize known dangers. This 
strategy is delayed as it disentangles machine code into a string. It also does not alarm the system of new 
threats. Heuristic-based technique becomes more popular when it comes out but it has some errors and is 
also time-consuming. We need intelligent detection techniques and analysis software as the malware writer 
writes such codes that can easily bypass these detection methods [49], [50], [51], [52]. To identify the new 
viruses and malware, the traditional approach which is a signature-based approach is not acceptable as it 
forces a user to update the anti-virus database so the correct level is maintained. The delay in updating by 
the user side or delay from the company side to the new malware may result in a huge loss that could not 
be replaceable. Heuristic algorithms are designed to detect unknown malware but are too time-consuming 
and error rates are too high [3]. 

Table 2. The downfall of some previous techniques applied to detect malware 

Ref. Techniques Drawbacks 

[28] 
Signature-based 

methods 

Applicability and scalability become limited by this 
method. This method is slow as it decodes machine 

code into a string 

[29] 
Static code 

analysis 
Code obfuscation and before analysis, we should have 

to unpack and decrypt the files 

[30] 
Dynamic code 

analysis 

Did not identify specific kinds of malware that behave 
well camouflaged and which do not satisfy trigger 

conditions 

[45] 

Discriminated 
distance 
matrices 
learning. 

The correctness depends upon the extracted fine-
gained features 

[46] 
Automated 

system AMAL 

 
We have to run samples of malware in a virtualized 

environment that causes overhead for the system 
 

[47] 
 

Through the 
behaviour of 
the malware. 

Have to setup emulated environment to run code so 
too much time is consumed 

[3]. 
Heuristic-based 

technique 
It has some errors and is also time-consuming 

[53], [54],[55] 
Optimization-
based method 

The perturbation is not optimal 
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[56] 
Iteration least 

likely class 
method 

The performance is affected by the number of 
iterations. 

[57] DeepFool 
Not given the guarantee that the generated adversarial 

samples are good enough 

[58] 
Jacobian based 
saliency map 

approach 

 
Target DNNs must be a feed-forward network. 

The computation complexity is high when processing 
high-dimensional data. 

 
Modern technology and researchers aim to develop such programs that detect malware so the action 

should be taken instantly. To protect the users' data on their own devices much new work from the 
researchers has been based on ML algorithms [16], [7], [36], [33], [59], [60], [61] 

Although the old methods could not tackle new malware efficiently so we have to move on to             
new techniques like machine learning methods that are giving us the best outcomes. 
 
3. Materials and Methods  

We used an ensemble model to try our best to solve the problem. We choose those algorithms which 
could efficiently work for us to provide the best results in distinguishing the malware.  
3.1. Dataset Details 
3.1.1. Data Set 1: Avgsig  

The secondary data is collected from https://www.kaggle.com/rquintino/malware-avsigversion-threats. 
This dictionary contains 20000 entries. One for each different credible AvSigVersion. Antivirus software 
evaluates themselves bypassing this data set, so 95% of users frequently update them making this a reliable 
timestamp for each dataset observation. It contains numerical data. This dataset contains multi-viruses. 
Labeled data, benign or malicious. It contains up-to-date viruses that are surrounding in our cyberspace. 
[100] 
3.1.2. Data Set 2: Windows PE file 

This dataset was also obtained from the Kaggle website. It contains 77 different features. This is labeled 
data set discriminating benign and malicious code extracted from Windows Portable Executable (PE) file. 
It contains 19,611 samples extracted from different malware repositories [111]. Data set 2 is used for 
evaluation purposes. 
3.2. Algorithms Applied 
3.2.1. K-Nearest neighbor (KNN) 

KNN, K-Nearest neighbor is the most effectual and simplest technique. In some cases, it is the non-
parametric classification method. If we want to classify our data set e.g D we have to retrieve its nearest 
neighbors so there are supposed to be the neighbors of D. To classify, the voting is done, which has the 
majority votes in the data set that value is decided. Whereas to begin with KNN we want to choose a value 
of K, and the results of the classification are very much likely to depend upon the chosen value. [62]. 

So we could say that the KNN algorithm is based on the value of k. The best way to choose the value of 
k is to select various values and select which gave the most appropriate result. 
If K-NN is used for classification the outer result depends upon: 
• In classification, KNN Object becomes the member of that class that gains the most vote from its 

neighbor. 
• K nearest neighbor whereas K is a positive integer. If k=1 then the object is allocated to the class of that 

single nearest neighbor. 
3.2.2. Support Vector Machine (SVM) 
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SVM is counted in the category of supervised learning model it is used to observe data for classification 
as well as for regression problems. It is a very vigorous and strong prediction model built on a statically 
learning approach. Training examples are a map with much gap between the different categories in the 
space and when test data is given it falls into that predicted space. It could perform linear as well as non-
linear classification.[63], [64] 
3.2.3. Logistic Regression (LR)  

Logistic regression despite the name it’s a classification model. It is very effective when comes to binary 
classification. It models the probability of a discrete outcome when we gave an input value. It is a very 
effective classification method, especially for cyber security for the detection of attacks. It is an analytical 
technique.[65]–[67] 
3.2.4. Ensemble Model 

In an ensemble model, different models are created that predict the final outcome. The ensemble model 
aggregates the outcomes of different used models and gives the final prediction [3].  

To build the primary stage classifiers, first, the preparation information is seen in numerous ways, then, 
at that point, by coordinating the consequences of all the main stage classifiers another classifier as a group 
classifier is made and in the last stage, the model figures out how to coordinate the forecasts from the 
principal stage classifiers. 

The stacking approach has been applied which has two phases. In the principal stage, models are 
prepared on the dataset, and the forecast of each model is put away. We could say another informational 
collection is framed. In the subsequent stage, the dataset is applied to create the eventual outcome, with 
the utilization of a meta-learning calculation. [68], [19] 

First stage models are also known as base models and the final stage classifier is referred to as a meta-
learner. Both are first trained on the training dataset. [19] 

 

Figure 1. Ensemble Model 
3.2.4.1. Stages of the ensemble model 

There are three stages of the ensemble learner algorithm 
1) To create an ensemble 
Choose various base classifiers 
Choose the final-stage classifier 
2) To Train an Ensemble 
By training the dataset train each first-stage classifier 
K-fold cross-validation, performed on base models and predictions are recorded 
The predictions of the first stage classifiers are then combined to form a feature matrix. 
Train the Meta learner based on new data (predictions and features). The ensemble model integrates both   

  the base classifiers and Meta learner to have better predictions on new (unknown) data. 
Test the New Data 
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First-stage classifiers predictions are stored. 
Give predictions of the first-stage classifier as an input to the final-stage classifier to have a final result. 

3.2.4.2. Ensemble Learner Algorithm (Stacking approach) 

 

Figure 2. Ensemble Algorithm 
3.3. The Research Design 

Following are the steps we took to proceed with our research. 
1. At first, we select features and reduce the dimensionality using an auto-encoder from the data set. 
2. Then we classified our data using supervised learning algorithms.  
3. We used the ensemble model as our final stage classifier. 
4. Then we test our model by comparing the results from previous techniques used. 
5. Finally, we evaluate our model based on results, performance, and efficiency. 
 

 

Figure 3. Flow Chart of Research Methodology 
  . 

 
Figure 4. Flowchart of Proposed Methodology 

This is a supervised ensemble model. We used this approach because supervised machine learning 
algorithms are the best in detecting complex malware that is not easily detectable [3]. Machine learning 
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algorithms detect malware with greater efficiency as compared to other techniques. The ensemble model 
gives us the best results overall. 
3.3.1. A Voting Classifier 

A voting classifier gave results on aggregating the outcomes of the base models or first stage models.[69]–
[71] The final output of the first stage classifier is weak, it combined their results on the bases of voting of 
each base model and gives the final results into a voting classifier. [72], [73] 
3.3.2. Hard Voting Classifier 

We applied hard voting which gives us the outcome by aggregating the prediction of every class or every 
first stage classifier and gives the final prediction that has more votes. 
3.3.3. Feature Extraction 

The dataset is high dimensional when it contains a large number of attributes. If the dataset is of high 
dimensional the training and running time of the machine learning model took more time. It creates an 
overhead for the system and also create complexity. So it is prime to extract only important features and 
exclude the unimportant featurers.[74] 

Our objective is simplify the dataset with vital, to the point and relevant features. This results in dropping 
the dimensionality of the raw dataset and the outcome could be seen in varience, overfitting and most of 
all reducing the overall computaytional cost of the model. 
3.4. Steps We Performed In Our Research 
3.4.1. STEP 1: Feature Extracting 

We first extract the features from the dataset by using PCA so that the processing of data takes less 
time.We then saved the extracted feature dataset into a file so when needed we directly import it without 
processing the dataset again. 
3.4.2. STEP 2: Training 
 Then we split our data into two half, training and testing datasets. Then train the chosen first stage 
classifiers (SVM, KNN, LR) by using the training dataset and then train the meta learner (voting classifier) 
using the results of first stage classifiers. 
3.4.3. STEP 3: Testing 

After training our model we passes the test data through the ensemble model to test the model. Wheather 
it giving us the expected results or not. 
3.4.4. STEP 4: Evaluating 

Then we take the results and evaluate the model by using the parameters and by comparing the generated 
results of our model with previous proposed model. 
 
4. Results and Evaluations 

Performance and evaluation will be measured, based on: 
1. Precision  
2. F-score  
3. Accuracy 
4. Error rate 
5. Comparison with the previous model result 
 
The critical measures are the amount of precisely perceived malware known as TP called genuine positive 

and the code that has been wrongly particular is known as FP called a bogus positive. Following are the 
limits that we will use for the presentation evaluation of our model. 
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Figure 5. Flow Chart of Proposed Model 

 
The critical measures are the amount of precisely perceived malware known as TP called genuine positive 

and the code that has been wrongly particular is known as FP called a bogus positive. Following are the 
limits that we will use for the presentation evaluation of our model. 

A genuine positive outcome that is really recognized is TP. 
Misleading up-sides results are wrongly recognized as FP. 
False negatives: A tempered script that is undetected and set apart as not malware is FN. 
True negatives: The script that is malware and it also effectively identified is TN. 
True positive rate: Genuine positive rate: The true positive rate (TPR moreover called affectability) is the 

genuine positive likelihood that will test positive. Its condition is not set in stone as: 
 

𝑇𝑅𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (1) 

True Negative Rate (TNR): The true negative rate is generally called distinction which is the probability 
that I certified negative will test negative. It’s not set in stone as: 

 
𝑇𝑁𝑅 =

𝑇𝑁
𝑇𝑁 + 𝐹𝑃 (2) 

False Positive Rate (FPR): The false positive rate is determined as the proportion of misleading up-sides 
(FP) to the absolute number of negatives (FP + TN), where FP addresses the quantity of misleading up-
sides and TN addresses the quantity of genuine negatives. This rate indicates the probability of incorrectly 
predicting a positive result when the actual value is negative. The formula is: 
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𝐹𝑃𝑅 =

𝐹𝑃
𝐹𝑃 + 𝑇𝑁 (3) 

 
False-negative rate (FNR): The misleading negative rate, otherwise called the miss rate, is the likelihood 

that a true positive will be remembered fondly by the test. It is determined as the proportion of false 
negatives (FN) to the absolute number of up-sides (FN + TP), where FN addresses the quantity of 
misleading negatives and TP addresses the quantity of genuine up-sides. It’s not entirely settled as: 

 
𝐹𝑁𝑅 =

𝐹𝑛
𝐹𝑁 + 𝑇𝑃 (4) 

Precision and Recall: Precision connotes the probability that a recognized malware is truly malware, 
while review shows the probability that malware is distinguished. The Precision is meant by P in the 
underneath given conditions. The recall is ordinarily otherwise called the genuine positive rate. It is meant 
by R in the beneath given conditions. We moreover give the score as an activity that merges accuracy and 
review into a solitary worth. Accuracy and review are on the other hand comparative with each other and 
in this manner understanding their variations is huge in building a capable gathering structure. They’re 
entirely settled as: 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠(𝑇𝑃!𝑠)
𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠	(𝑇𝑃!𝑠) + 𝐹𝑎𝑙𝑠𝑒	𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠	(𝐹𝑁!𝑠) (5) 

 
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑇𝑝!𝑠)
𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠	(𝑇𝑃!𝑠) + 𝐹𝑎𝑙𝑠𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠	(𝐹𝑃!𝑠) (6) 

 
Recall and precision are on the other hand comparative with each other and in this manner understanding 
their dis-equalities is huge in building a capable gathering system. TP is the amount of precisely 
distinguished malware. FP implies the amount of incorrectly perceived malware and FN are the dis-really 
missed malware, equivocal. 

 F Measure/F1 score: The F score, likewise, called the F1 score or F measure, is a measurement used to 
assess the exactness of a test. It is the weighted consonant mean of the test's recall and precision. The F 
score is determined utilizing the accompanying recipe: 

 
 

 
𝐹!𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 (7) 

 At the point when you really want to find a harmony among accuracy and review and there is an 
inconsistent class conveyance i.e. (countless Genuine Negatives), you'll require the F1 Score. 

 Accuracy: Accuracy is one method for estimating a model's exhibition. Casually, it addresses the extent 
of right forecasts made by the model. Officially, exactness is characterized as: 

Precision = number of right forecasts/Absolute number of expectations 
In double grouping, exactness can likewise be communicated utilizing the quantity of genuine up-sides 

and genuine negatives. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 (8) 
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Table 3. Performance Measure 

Performance 
measure 

SVM KNN LR Voting 
Classifier 

Total 

Accuracy 98.71% 99.82% 49.66% 99.70% 100% 

Error 1.29% 0.18% 50% 0.30% 100% 

FPR 224 11 4087 0 20000 

TPR 9709 9922 5875 9933 20000 

FNR 34 25 3267 59 20000 

TNR 10033 10042 6771 10008 20000 

Precision 0.98 1.00 0.50 1.00 1.00 

Recall 1.00 1.00 0.50 1.00 1.00 

F-measure 0.99 1.00 0.66 0.99 1.00 

4.1. Experimental Analysis 
System Settings 
Hardware and Software 
We use Python with its different libraries, Ski-learn., pandas, Seaborn, matplolib, numpy, and datetime 

to implement our methodology and all experiments are carried out on the computer with a 64-bit Windows 
10 operating system with Intel Core i5-8265U CPU 1.80 GHz with 8GB RAM. 

Splitting of data: We split our information into two sections. One is for preparing and the other is for 
trying. It’s very crucial to split the data keenly so the parameter could be well-tuned. 

Training 
Eighty percent (80% ) of data is used for training. 
Testing 
Twenty percent (20%) of data is for testing 
4.2. Final Results 

 
Figure 6. Ensemble Voting Classifier Confusion Matrix 
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Figure 7. The Ensemble Voting classifier Summary 
The results we got from the baseline classifiers of ML methods were shown in table 4.1. The confusion 

matrices are presented in figure 4.3. The finest results were of KNN with an accuracy of 99.82%. False-
positive 0.06%. False negatives 0.12%, F1 score of 100% indicates that KNN classifies the classes well. 

However, logistic Regression shows less likely results than the other base models the reason behind, this 
might be that the features of every class are very strongly correlated with one another or the unfair splitting 
of data in the testing and training set might cause LR to perform poorly. LR gave us 49.77% accuracy and 
F-measure 66%. SVM performed well with an accuracy of 98.71. F-score 99%.  

Although the ensemble model that we ought to be our final output gives us 99.7% accuracy and F-Score 
99% with a False Positive rate of 0%.  

   

Figure 8. Confusion matrixes of baseline machine learning methods 

 
Figure 9. Confusion matrix of Ensemble model 
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Figure 10. KNN Performance Summary 

 
Figure 11. LR Performance Summary 

 

Figure 12. SVM Performance Summary 
 
5. Comparison with Previous Work  

We compared our results with other researchers’ malware detection techniques. Note that the data set is 
not the same but for [19], the dataset and system settings were the same and we achieved a higher 
performance with an accuracy of 99.8%. 

Table 4. Comparison with other malware detection techniques 

References Benign Malware Accuracy Precision Recall F-score 

[75] - 4850 98.14 n/a n/a n/a 

[76] 3000 3000 96.92 96.75 97.23 96.99 

[77] 4596 4596 97.23 98.69 98.69 98.69 

[78] 5065 426 93.4 93.5 93.4 93.2 

[79] 1000 1000 96 n/a 95 n/a 

[80] - 18,831 99.03 n/a n/a n/a 
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[81] - 7826 99.8 n/a n/a n/a 

[82] 1,000,020 1,011,766 99.41 n/a n/a 89.02 

[19] 5012 14,598 98.6 96.3 99 n/a 

This paper 5012 14,598 99.8 99.7 99.2 98.2 

Time complexity: Time complexity of the ensemble model is 3.52 sec approximately 
 

 

 

 

 
 

Figure 13. Time Complexity 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 

Figure 14. Confusion Matrix for Comparison 
 

6. Results Discussion 
So viewing the outcome of our model it shows very good results by taking less running time as well. It 

gave an accuracy of 99.7% which is a great outcome. If we talk about other parameters such as true negative, 
false negative, false positive, and true positive we got over all great results with error rate 0.30% overall. 
F-score is 99 %. 

By analyzing the results of each algorithm used in our model, KNN gives us the best results overall with 
the accuracy of 99.82% and f-score 100%. And we observe logistic regression perform poorly as compared 
to others with just 49.77% of accuracy and F-score 66%.  
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This might be that the features of every class are very strongly correlated with one another or the 
imbalanced splitting of data in the testing and training set. Our running time is also efficient. 

The comparison results are also good. We compared our model using the same dataset and same system 
requirements which they have applied and it gives us the accuracy of 99.8% .Whereas their model gave 
98.6 % accuracy on the same dataset. 
 
7. Conclusion and Future Work 

We presented a successful and vigorous strategy for a supervised ensemble model. Using voting classifier 
as our Meta learner classifier. We applied hard voting here. The algorithms we applied in our ensemble 
model are KNN, SVM, and Logistic Regression. Altogether our model turn out to be successful in 
distinguished complex malware. The accuracy result is overall 99.7% with a running time of 3.52 sec. 

In the future, we will adopt deep learning algorithms, and adopt unsupervised algorithms that could 
also distinguish unknown malware, and also time could be saved by the analyst to label the data first. We 
are thinking of better improving our vulnerabilities and protecting our privacy by blocking the malware 
on time and alerting the user. 
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