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________________________________________________________________________________________________________ 

Abstract: In the era of technology and the widespread use of the internet, internet users' data and 

personal information are more at risk. Among various cyber-attacks, DDOS is one of the most dan-

gerous cyber-attacks, which uses single or multiple victims for the unavailability of resources on a 

small and large scale. The amount and intensity of cyber-attacks are also increasing gradually with 

increasing internet usage. So, defensive strategies are also built with time to protect a network and 

network devices from many breaches and attacks attempted by many cyber terrorists. Instead of 

traditional defense mechanisms, data science makes it impressive and easy to predict and detect 

cyber-attacks. This study proposed a data science-based prediction model using a substantial da-

taset CICDDOS2019. In this research, different models of Machine Learning, e.g., Decision Tree, 

Random Forest, SVM, and Naïve Bayes, are applied after making this dataset clean and considering 

the best relevant features for getting maximum accuracy to detect and predict the cyber threats.  

Keywords: Machine Learning; Network Security; Cyber Threads; Data Science; Prediction Model. 

 

1. Introduction 

As computer-based systems connected to the internet are progressively widespread, the organization 

"International Telecommunication Union" (ITU) accounted for many internet users worldwide who con-

stantly use Internet services. For example, e-commerce, e-banking, entertainment, and education have been 

extended by billions. The risk of data breaches has grown as the number of virtual networks and internet-

connected devices have risen. Cyber terrorists are very active in stealing and misusing active internet-

based device users' data, information, and credentials. Massive quantities of confidential user information 

are vulnerable to various assaults, both internal and external. Cyberattacks have grown more sophisticated 

as algorithms have become more sophisticated due to technical advancements [1]. Because the number of 

cyber-attacks is increasing faster than the number of effective defenses against them, organizations must 

increase their investment in cyber security. Some recent techniques for defensive cyber-attacks involve 

machine learning approaches, policy-driven approaches, and dynamic, rule-based approaches [2]. The 

term "cybersecurity" is used to protect data and information over the internet. 

Cybersecurity is a collection of technological innovations designed to prevent cyberattacks, damage, 

and unauthorized access [3] to computers, networks, applications, and data. Cyber security has seen sub-

stantial developments in recent years, both in technology and how it operates in the computing environ-

ment. This transformation is being facilitated by data science (DS). The usage of "Artificial Intelligence" 

(AI) components such as machine learning (ML) may greatly assist in the finding of new knowledge from 

large datasets. Data science is essential in a new scientific prototype [4] [5], which uses machine learning 

to revolutionize cybersecurity. Traditional firewall systems are not enough to ensure the protection of the 

open ports of any internet-based communication system. Usually, an IDS (Intrusion Detection System) is 
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prescribed to classify and detect various cyber-attacks. Based on data analysis, two categories, Network-

Based and Host-Based IDS, are discussed later. Applying these advancements in cybersecurity detection 

and predicting cyber-attacks has become efficient, especially for new and zero-day attacks. So, this research 

coherently focused on DDOS-type attacks and applies data science approaches like data analysis, normal-

ization, data standardization, data exploration, feature extraction, data cleaning, and training and testing 

of ML models using the latest DDOS-based "CICDDOS2019" dataset. 

1.1. Motivation 

Various cyber intrusions frequently threaten sensitive information stand. With the advancement of 

technology, cyber terrorists are becoming more active, employing various inventive methods to breach 

network security and misuse secret and sensitive information [62]. Security analysts bring up different 

solutions to overcome modern cyber-attack approaches, but these approaches are not enough due to the 

exponential growth of data and cyber threats. Extra resources and the latest strategies need to be used and 

implemented to escape from cyber-attacks. Cyber-security researchers are going around to preempt and 

catch up with the latest threats. 

According to the research (2016), these three industries, government, retail, and technology, are tar-

geted in nearly 95 percent of cyber breaches. These managements are aimed at two main reasons. The first 

is that these companies store a massive amount of personal credentials. According to a study organized at 

the University of Maryland [6], a cyber intervention appears every 39 seconds. According to the data re-

leased by Juniper Research [7], by 2024, the average value of a data crack will exceed 5 trillion dollars, and 

malware affected the healthcare department by 75% over the last seven years. "According to the Q2 2018 

Threat Report, Nexus guard's quarterly article, the average number of DDoS attacks raised more than 

26Gbps, increasing by 500%". By 2021, it is also assumed that 6 trillion dollars will be spent worldwide on 

cybersecurity [8]. 

A good intention has been dedicated to exploring IDS systems that depend on a machine learning 

approach for the evolution of a dataset. Classifying events (malicious or benign) is the primary prerequisite 

for this analysis, based on the labeled datasets [9]. The disproportion of datasets is a significant concern 

throughout the dataset creation stage. It is the data utilized to train the machine learning model that is 

causing the bias. Even though machine learning research is extensive, only a tiny proportion of publica-

tions examine the specifics of the data utilized in their investigations. For researchers, developing genuine 

and sophisticated models takes precedence over observing trends in datasets. However, it is still true: al-

most all large datasets created using machine learning algorithms are biased [10]. Researchers are begin-

ning to recognize the need for proportional datasets in machine learning to reduce bias. When malicious 

samples are more minor than benign samples, there is a greater diversity of classes—overloaded data re-

sults in low encountering rates of lesser classes where datasets consist of more occurrences associated with 

the ethical conduct of a class than the attack class. Data destruction or overfitting are two examples of how 

this lowers achievement. All courses will be identified appropriately when trainees choose to be inclined 

toward the bulk class [11] [12]. Hence, the motivation for this work is to develop approaches in which the 

effect of bias in datasets may be reduced when discussing efficiency. 

1.2. Problem Statement 

Historically, cybersecurity solutions have been static and signature-based, relying on pattern recogni-

tion to identify a match between a previously recorded assault or malware and a new threat [13]. As a 

result, it must be updated regularly to include new signatures in the product database. As a result, zero-

day assaults are impossible to detect or avoid. Additionally, conventional methods are very binary and 

provide few benefits over predictive models that may forecast the likelihood of assaults or hazardous be-

haviors dependent on data analysis methods. Access to a large amount of data also makes it possible to 

resolve challenging and complicated security problems. According to big data and data mining, the more 

data gathered, the more precise and accurate the analysis [13]. In its broadest sense, data science is the 

practice of applying a scientific approach to extract information from data and find new knowledge. By 

leveraging new technical advantages in storage, computation, and behavioral analytics, data science may 
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help develop novel cybersecurity solutions [14]. Consequently, Data Science is critical to cybersecurity be-

cause it relies on data and high-performance computing to combat cybercrime and safeguard consumers. 

A good data science project requires an efficient method that tackles all issues and budgets adequately for 

resources [15]. 

2. Related work 

Researchers have developed novel methods for detecting assaults in recent years. They addressed 

their targeted study gaps by using various data sources, detection methods, and procedures. This section 

will discuss the latest developments in this area. As attack detection techniques have developed in response 

to the sophistication of contemporary attack creation. 

2.1. Feature Extraction based approaches 

Haider et al. [82] created a method for detecting anomalies in hosts by using the ADFA-LD [83] da-

taset. This collection contains low-footprint assaults that combine and complicate the separation of normal 

and aberrant host data. This subset of ADFA-LD is representative of the contemporary cyber threat envi-

ronment. The study team noticed that one of the shortcomings of current methods for identifying abnor-

malities in the ADFALD dataset is their inability to extract characteristics corresponding to system calls. 

The researchers suggested a worldwide statistical feature collection method for integer data on character 

data zero watermarks to collect trustworthy and concealed characteristics from system calls [84]. Three 

machine learning methods were employed to train and evaluate the host-based ADFALD dataset: KNN, 

SVM with linear kernel, and RBF kernel. Because the data from low-footprint assaults cannot be separated 

from the usual data, an SVM with RBF kernels was utilized to achieve effective non-linear separation. The 

kernel's primary objective was to convert a data point into a new feature space from which normal and 

low-footprint attack data could be separated using SVM. The researchers utilized the nonparametric and 

computationally efficient KNN model for training a profile of typical system call behavior and then as-

sessed it by calculating the divergence of a test system call from the usual profile. One of the model's pri-

mary disadvantages is that it gets considerably slower when the amount of data proliferates. Numerous 

tests were conducted with various k and Euclidean distance values to determine the degree of resemblance 

between two data points. 

Yuxin et al. [85] suggested a semantic analysis-based method for behavior-based detection. The re-

searchers provided an executable in assembly code and used it to create a control flow graph. The system 

call execution route is extracted and combined from a control flow graph to create a system call stream 

from an executable. The authors classified the system as call sequences using the decision tree method. 

Decision trees are used inductively to learn and are an approximation technique for discrete-valued func-

tions. A decision tree's core nodes contain attributes, while the leaf nodes provide class labels; the route 

from root to leaf determines the classification rule. It constructs such a tree by determining the optimal set 

attribute for each instance and classifying the training data. Our suggested method achieved a better accu-

racy with a reduced false positive rate compared to dynamic detection. 

It was shown by Aghaei et al. [86] that a semi-supervised one-class learning algorithm could be used 

with a feature extraction technique based on Principal Component Analysis to create a host-based intrusion 

detection system (PCA). To estimate the target class density, the researchers combined the target class 

probability function with an artificial class density function, which they characterized as a one-class clas-

sification. The PCA [87] based Eigen traces method was used to extract the representative features. Radial 

Basis Function neural networks and Random Forest were used to train and assess the proposed method. 

The ADFA LD benchmark dataset [88] simulated and assessed the experiments. When it comes to identi-

fying bogus system calls, they have demonstrated outstanding accuracy, precision, and recall. 

Xie et al. [89] developed a method for extracting frequency-based features from system call traces to 

identify the abnormality. They addressed the research issue of the longer training time associated with 

short sequence-based intrusion detection systems. The researchers evaluated their suggested framework 

using the ADFA-LD12 dataset. The ADFA-LD dataset was created on a Linux computer running kernel 

2.6.38, supporting 325 distinct system calls. Each system call in a trace is assigned a call number between 1 

and 325. The authors devised a method for determining the frequency of an individual system call inside 
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a trace. The frequency-based method transforms system call traces of varying lengths into frequency vec-

tors of equal size. Due to the sparse nature of frequency vectors, PCA was employed to decrease the di-

mension, reducing the model's calculation cost. The researchers detected the abnormality using two fre-

quency-based machine learning algorithms, k-Nearest Neighbor (KNN) [89, 90, 91] and k-Means Cluster-

ing (KMC) [92]. Xie and colleagues evaluated the effectiveness of several types of learning models for de-

tecting attacks. In terms of accuracy and computing time, the KMC method beat the KNN algorithm. 

Xie et al. expanded the study in [93] by applying a single class SVM on the ADFA-LD dataset using 

brief sequences of system calls. The repeated short sequences were omitted in this method to distinguish 

the anomalies from the usual profile easily. By keeping the computing cost low, the researchers achieved 

an acceptable level of performance. Additionally, they recommended enhancing their current approach by 

giving more weight to brief sequences that increase the separability of normal and aberrant activity. 

2.2. DDOS Attack based Approaches 

Radial Basis Function (RBF) neural networks are a new kind of neural network that the developers of 

[95] use to identify DDoS assaults based on packet characteristics. The method may be used for routers at 

the very edge of a victim network. They used seven feature vectors to activate an RBF neural network at 

each successive time step. The RBF neural network classifies input into two groups: standard and attack 

types. The Filtering and Attack Alarm Modules get the attack packets' source IP addresses if the incoming 

traffic is recognized as attack traffic. On the other hand, if the traffic is considered normal, it will be for-

warded to its destination. [96] describes a data-mining approach for identifying DDoS assaults. The authors 

used an FCM cluster technique and an a priori association strategy to extract network traffic and network 

packet protocol status models and construct the detection model's threshold. The authors used decision 

trees and grey relational analysis [97] to identify DDoS assaults. Fifteen criteria may be used to classify an 

attack, including monitoring the incoming/outgoing packet/bytes rate and compiling the TCP SYN and 

ACK flag rates to describe traffic flows. These features were tested to see whether the normal traffic flow 

could be detected using the decision tree technique. 

Different DDoS attack techniques have been proposed in the literature during the last ten years. The 

protocol level at which a DDoS flooding attack occurs has been studied in more depth, and it has been split 

into two kinds [98]. 

TCP, UDP, ICMP, DNS, and ICMP protocol packets are often used to launch DDoS flooding assaults 

on a network or transport. 

DDoS floods target the application level by depleting resources such as sockets, RAM, CPU, and band-

width to interrupt legal user services. It is more challenging to detect application-level intrusions than 

volumetric ones since they seem regular traffic. Early mitigation of assaults near their source is a significant 

issue in fighting DDoS attacks; nevertheless, a complete solution that meets these requirements has yet to 

be implemented [63, 98, 99]. 

Using a Hypertext Transfer Protocol (HTTP) technique, data sampling-based flood attack detection 

on web servers was created [100] using a Hypertext Transfer Protocol (HTTP) technique. The number of 

requests coming from the application layer and the total number of packets with no payload was used to 

assess if the traffic under investigation was regular or a victim of a DDoS assault. This means that a 20% 

sample rate had a detection rate of between 80% and 88%, according to the research findings. However, 

despite significant advancements, the suggested method is not suitable for use in automated detection 

systems yet. 

When it comes to DDoS assaults and Flash Occurrences, D-FACE is a robust collaborative system [101] 

that utilizes metrics from GE and GID (FEs). When thousands of legitimate people try to simultaneously 

access a single computing resource, such as a website, a FE is like a volumetric DDoS attack. According to 

the findings, D-FACE can detect DDoS assaults as well as FEs. While the research makes significant ad-

vancements in the area, the validation relied on dated datasets. The suggested type of collaboration further 

limits the industrial application of the solution since it needs a high degree of ISP involvement [75]. 

SkyShield uses the divergence between two Sketches to identify abnormalities produced by attackers 

during the detection phase. The mitigation phase protects users via filtering, whitelisting, blacklisting, and 

CAPTCHA. The system was assessed based on custom datasets. Because Of the concentration of SkyShield 
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on the Application Layer, especially the HTTP protocol, that system was susceptible to flooding at both 

network and transport layers. 

Umbrella [102] creates a tiered defensive architecture capable of mitigating a broad range of DDoS 

assaults. (e authors presented a method centered entirely on victim detection and protection. (e system was 

assessed in terms of traffic management using the designed testbed. (e authors assert that the system can 

defend itself against large-scale assaults. This technique, however, is extensively employed in business and 

is ineffective against massive DDoS assaults. 

A semi-supervised machine learning method was recently developed to classify DDoS assaults. The 

CICIDS2017 dataset was utilized to assess system performance measures in this method [103]. While the 

study covers current DoS vectors, the method's online performance has not been tested. 

3. Proposed architecture 

To identify and forecast DDOS cyber-attacks on network-based systems, the suggested architecture is 

a complete step-by-step approach that begins with dataset selection and preprocessing and ends with mod-

eling and assessing machine learning-based models. The whole scenario for the proposed architecture is 

described in this section. 

As shown in Fig. 1, the proposed architecture comprises different steps. These are described as fol-

lows.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Proposed Architecture 

The proposed model is divided into the following steps according to the data-science process. 

3.1. Selected Dataset 

The dataset used to create this model is CICDDoS2019, which provides benign and up-to-date exam-

ples of 12 famous DDoS assaults. The latest dataset contains details of different kinds of DDOS-type at-

tacks. These include DNS, LDAP, NTP, SSDP, SYN MSSQL, SNMP, NetBIOS, UDP, UDP-Lag, WebDDoS, 

and TFTP. This dataset is in (.csv) format and was generated from raw data gathered on each computer, 

including network traffic (Pcaps) and event logs (Windows and Ubuntu event logs). Eighty-nine traffic 

characteristics were extracted from the raw data using the CICFlowMeter-V3 and stored as a CSV file per 

machine [79]. 
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3.2. Selected Algorithms 

The methods for detecting various kinds of DDoS Cyber threats are chosen based on their computa-

tional complexity. This criterion is critical for selecting a low-complexity algorithm. 

3.2.1. Decision Tree 

In general, decision tree analysis is a kind of predictive modeling that may be used in various situa-

tions. Decision trees may be built using an algorithmic method that segments the information according to 

several criteria. The most powerful algorithms in the field of supervised algorithms are decision trees. 

They are suitable for classification as well as regression problems. In this research, 80% of data was 

used to train the Decision Tree and fit this model with a standardized dataset for classification and regres-

sion of different DDOS attacks. 

3.2.2. Random Forest 

A Radom Forest comprises many decision-making trees that collaborate and teach one another during 

the bagging process. The bagging method is predicated on the premise that combining several models 

maximizes efficiency, even though Radom Forest may be utilized for classification and regression prob-

lems. A two-three decision tree is shown in this picture [68, 104]. The outputs from the two trees are merged 

using the Random Forest's ensemble method to get the result. 

A Random Forest contains almost the same hyperparameters as a Decision Tree, plus those of a bag-

ging classifier that regulates the ensemble of trees. When splitting a node, a random subset of features tries 

to find the best feature rather than discovering the most significant feature [67, 104]. 

3.2.3. SVM 

Support vector machines (SVMs) are supervised machine learning method that is both powerful and 

versatile. They are used for both classification and regression. However, they are often employed in cate-

gorization issues. SVMs were introduced in the 1960s but were improved in 1990. SVMs are implemented 

differently than other machine learning algorithms. They have been trendy in recent years because of their 

capacity to handle many continuous and categorical variables. 

An SVM model essentially represents several classes in multidimensional space through a hyper-

plane. SVM will create the hyperplane iteratively to reduce the error. The purpose of SVM is to classify 

datasets to identify the greatest marginal hyperplane. 

Margin can be positive or negative. Here it is come to know that SVM is to classify datasets to identify 

the MMH. 

3.2.4. Naive Bayes 

Naive Bayes is one of the essential supervised learning-based classifications, based on the famous 

probability theorem "Bayes Theorem." This theorem is used for conditional probability by using the fol-

lowing formula. 

 

𝑃(𝐴|𝐵) =
𝑃(𝐴 ∩ 𝐵)

𝑃(𝐵)
 

 

𝑃(𝐴|𝐵) =
𝑃(𝐴). 𝑃(𝐵|𝐴)

𝑃(𝐵)
 

1. The fundamental premise of Naive Bayes is that  

2. each feature must be either independent or non-correlative. 

3. Equivalent contribution to the outcome 

So, the Naive Bayes is used for supervised classification with available features, and since we have 

multiple features in this research, the formula with multiple feature variables will be as follows.  

 

 

𝑃(𝑦|𝑥1, … . , 𝑥𝑛) =
𝑃(𝑥1|𝑦)𝑃(𝑥2|𝑦) … … 𝑃(𝑥𝑛|𝑦)𝑃(𝑦)

𝑃(𝑥1)𝑃(𝑥2) … … . 𝑃(𝑥𝑛)
 

 

(1) 

(2) 

(3) 
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4. Implementation 

The above-discussed model steps are described here to explain how those steps are done for the pro-

posed model. 

4.1. Dataset Exploration 

This downloaded [105] dataset consists of ten CSV files containing various types of attacks, a certain 

proportion of each file is included in this model. 

As shown in Table 1, after concatenating all of these dataset files, the massive dataset employed in 

this model took shape (1678441, 88). 

Table 1. Percentage Taken of Dataset Files 

Attack Percentage 

NTP 10% 

DNS 20% 

LDAP 30% 

MSSQL 20% 

UDP 10% 

UDP-LAG 20% 

NETBIOS 15% 

SSDP 20% 

Syn 13% 

TFTP 15% 

 

1. The total number of records (rows) is 1678441 

2. The number of features (columns) is 88. 

3. RangeIndex: 1678441 entries, 0 to 1678440 

4. Data columns (total 88 columns): 

 

The used dataset contains the following amount of different attacks and benign traffic as mentioned 

in table 2. 

 

Table 2. All Types of Attacks 

Attack Type Amount 

DrDoS_LDAP 314355 

DrDoS_SSDP 209657 

DrDoS_MSSQL 209495 

DrDoS_DNS 209294 

DrDoS_NetBIOS 157170 

TFTP 157118 

Syn 136262 

DrDoS_UDP 104758 

DrDoS_NTP 103505 

UDP-lag 73306 

BENIGN 3435 

WebDDoS 86 
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4.2. Dataset Pre-processing 

The initial stage in implementation is to do preprocessing on our datasets. Preprocessing is preparing 

the data for model training. Data Science's primary focus is to prepare data or clean datasets before apply-

ing any model for training and testing. In this work, four-step has been done in this preprocessing phase. 

4.2.1. Reduce Size 

In this first step, we reduce the size of the above dataset, which is extracted from different types of 

CIC-DDOS2019 downloaded datasets. 40% of the dataset is taken for different processes due to the limita-

tion of hardware resources. 

After this reduction of size, the shape of the dataset is: (671376, 88). 

4.2.2. Data Cleaning 

In this step, data is been cleaned through the following steps. 

4.2.2.1. Remove null values 

First of all, changed incorrect values such as "inf" to "nan" values to easily remove null values. The 

utilized dataset has a significant number (45844) of null values, which contributes to the suggested model's 

poor performance in predicting DDOS attacks. "dropna()" method is used to remove all the null values.  

4.2.2.2. Removal of Irrelevant Columns 

In this step, all the columns with incomplete and less information and more than 70% of null values 

are removed. After removing irrelevant columns and null values, the shape of the used dataset is : (648454, 

26). 

4.2.3. Label Categorical values 

It is not very easy to process textual data by ML models. So, the “LabelEncoder” library of “Scikit 

Learn. Preprocessing” is used to label categorical values into numerical ones. 

4.2.4. Normalization 

The numerical range of the feature data varies, which causes the training process to be skewed toward 

significant values. We normalize random features to the normal distribution as follows: 

 

𝑠𝑥𝑖 =
𝑓𝑖 − 𝜇𝑖

𝜎𝑖
 

where σ_i  is the standard deviation and mean of the feature, respectively. We normalize the data for 

fixed value features using min-max scaling as follows: 

 

𝑥𝑖 =  
𝑓𝑖 − 𝑓𝑚𝑖𝑛

𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛
 

4.2.5. Feature Extraction 

Feature extraction of the used dataset is done through different following methods 

4.2.5.1. Extra Tree Classifier 

Through ExtraTreeClassifier 20 best features are extracted shown below in figure 2: 

 

 

 

 

 

 

Figure 2. Extra Tree Classifier 

(4) 

(5) 
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4.2.5.2. XGBClassifier 

Boosting algorithm “XGBClassifier” also done for best feature selection following is the result of 

XGBClassifier as shown in figure 3. 

 

 

 

 

 

 

 

 

Figure 3. XGB Classifier 

4.2.5.3. Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is an unsupervised learning method for reducing dimensional-

ity in machine learning. It is a statistical process that uses an orthogonal transformation to convert corre-

lated data into a set of linearly uncorrelated data. The newly revised qualities are the Principal Compo-

nents. It is one of the most extensively used tools for exploratory data analysis and predictive modeling. It 

is a technique for removing strong patterns from a dataset by lowering variances. 

Dimensionality reduction of the above dataset is made by PCA, which shows in Figure 4 

 

 

 

 

 

 

 

Figure 4. PCA 

4.2.5.4. Chi-Square Feature Selection 

The Best Features are selected after applying the “chi-square” method to our reduced dataset. Follow-

ing are the selected 20 best features through “chi-square.” 

Selected best 20: 

['Flow ID', ' Source Port', ' Protocol', ' Timestamp', ' Flow Duration', ' Total Backward Packets', 'Total 

Length of Fwd Packets', 'Flow Bytes/s', ' Flow Packets/s', 'Fwd IAT Total', 'Bwd IAT Total', 'Fwd Packets/s', 

' Bwd Packets/s', ' ACK Flag Count', ' Average Packet Size', ' Avg Fwd Segment Size', ' Subflow Fwd Bytes', 

' Subflow Bwd Packets', ' act_data_pkt_fwd', 'Idle Mean'] 

4.2.5.5. Manualis Features Reduction 

In this step of manual features reduction, features/columns of the used dataset (CICDDOS2019) are 

dropped or deleted manually to extract the best feature of this dataset. This is done on the bases of the 

following parameters. 

1. Remove the columns which have all the entries zero or null. 

2. Remove columns containing more than 70% of data null. 
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3. Remove extra columns like (Fwd Packet Length Max, Bwd Packet Length Min, etc.). Because the total 

amount is given off that type of column, if total is given max, min, std not needed. It could be found 

in python if required. If the total amount has not been given of any column type like (Active Max, Idle 

Min, etc.) is also dropped because the column which has to mean value is enough. 

4. Remove that columns which have negative values and infinity values. 

4.2.6. Train Test Split 

In this step, data is split into the training and testing part. The ratio on which required data is split is 

80: 20. Eighty percent of the data is utilized for training the models, whereas 20 percent is used to test the 

models. 

4.2.7. ML Modeling 

After splitting the data into training and testing parts, in this step, different Machine Learning models 

are trained like “Random Forest,” “Decision Tree,” “SVM (Support Vector Machine),” and “Nave Bayes.” 

5. Results and Evaluation 

All the results in this research are based on three parameters: result after chi-square, result without 

chi-square and result after manual reduction. 

5.1. System Specification 

The system used for above results contains the following specifications as shown in table 3. 

Table 3. System Specification 

Core i5, 5th Generation 

System Processor AMD PRO A8-8600, 10 Compute Cores 4C+6G   1.6GHz 

RAM 4.00GB (3.76GB useable) 

SSD 128Gb 

HDD 360GB 

Operating System Windows 10 Pro 

Tool Jupyter Notebook (Anaconda Navigator base Environment) 

Language Python 

5.2. Accuracy Score 

The accuracy level of each method is described below in table 4. 

Table 4. Accuracy 

Models After chi-square Without chi-square Manual Reduction 

Random Forest 99.32749259624877 99.82930240210595 99.87130932828633 

Decision Tree 91.4640918065153 99.80719397828233 99.8441015782481 

SVM 92.39521635406383 74.79228364593617 66.04580623602293 

Naïve Bayes 66.84199160908193 88.77868953603158 87.70480425674111 

6. Conclusion 

The overall conclusion of the research is that a model based on Data Science and Machine Learning is 

considerably more appropriate and successful in cyber security, particularly in the prediction of cyberat-

tacks. This prediction is more accurate and automated, and it has made a significant contribution to the 

area of information security. Following this investigation, it has been discovered that data pre-processing 

is the fundamental and most crucial phase in developing any model based on data science methodologies. 

Because open-source datasets include data in large quantities and contain a large amount of raw data, it is 
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simple to utilize any dataset once it has been pre-processed to match any ML model, such as the one used 

in this investigation. As a result, the research ends in this chapter. It provides a discussion of the results 

and suggestions for further research and development. In that it gives a high-level summary of the tech-

nique and directs new researchers on the proper path, the chapter is essential. 

7. Discussion 

After all the above steps of preprocessing the dataset, we know that the accuracy of the different mod-

els used in this research depends a lot on feature selection and informative data. It has been seen that when 

we manually reduce the feature of a dataset based on null and negative values and train and test all the 

models, the accuracy is increased, but this is very time consuming, and hard to select which feature is 

relevant and informative and which is not. So here is a tradeoff: by increasing accuracy, we require more 

time and work. 

Through different present feature selection and extraction algorithms and methods, it is easy to select 

and extract features or columns, but the model's accuracy is compromised. By seeing the above table of 

accuracy, it is observed. Currently, this research focuses on a specific category of cyber-attack and trains 

and predicts specific models. However, the future direction is to work on broader cyber-attack categories. 

A model should be built for the prediction of many categories of cyber-attacks. The extraction and selection 

of features will be made automatically, but the model's accuracy should not be compromised. 
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