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________________________________________________________________________________________________________ 

Abstract: As is clear from the arguments made earlier in this paper, the issue of fake news is rapidly 
becoming a major threat to the society. This research looks into different ML techniques to classify 
fake news in an attempt to overcome previous approaches’ deficits. Historically its effects have 
posed only relatively moderate threat, however as it has been established it is sufficiently dynamic 
phenomenon that requires more effective methods for efficiently combating it. Studies use all the 
synthetic and real news articles in its entirety with enhanced preprocessing techniques to ensure 
data credibility. We used varieties of models including conventional models such as Naive Bayes, 
Linear SVM as well as latest state of the art neural network models including LSTMs, GRUs and 
more complex architectures with multiple layers. Evidently, the work delivers the substantial 
improvement of the classical method and reaching accuracy of more than 96% using the custom 
models, based on the bidirectional LSTM and attention mechanism. This study contributes to the 
field by showing the application and effectiveness of deep learning approaches in detecting fake 
news in specific and offers basis for further studies to achieve better outcomes and enforcement of 
the values. 
 
Keywords: Natural Language Processing; Fake News Deduction; SVM; Advance Neural Network 
(ANN). 

________________________________________________________________________________________________________ 
1. Introduction 

One of the major changes is the rapid evolution of the internet and use of social media platforms for 
the spread of information. However, this digital transformation has also completely contributed to the 
spread of fake news, which has become a great threat to public confidence and social order. 
Misinformation, analyzed as false statements and lying, can affect the public opinion, change the 
electorate’s decisions, and, sometimes, incite violence. On its own, identification and prevention of fake 
news have emerged as an important subfield of study that has received considerable interest from the 
research community as well as the commercial sector [1][2]. 

It is easier said than done since fake news comes in all forms and the authors are smart enough to 
disguise as authentic news. Mechanical methods tend to be ineffective because of the dynamism that is 
normally associated with fake news and the slight difference between the fake news and real news in terms 
of language use [3]. This called for more elaborate approaches which can easily and efficiently detect fake 
news articles to properly protect information credibility and the general public [4] [5]. 
Another up and coming solution that the machine learning provides in the aspect of fake news detection. 
Because of it large datasets and intricate algorithms, the function of the machine learning models can 
establish patterns and features, which would help them identify fake news from real news. Various 
approaches of machine learning including supervised machine learning and unsupervised machine 
learning has been employed to address this problem[6]. Of the above techniques used in fake news 
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detection, there has been a lot of prominence especially in supervised learning; where models are trained 
on labeled datasets to predict the authenticity of the news articles [7] [8]. 

Recent studies into fake news detection have investigated numerous algorithms of machine learning. 
Some of the common classification algorithms which have applied in traditional classifiers include Naive 
Bayes, Support Vector Machines (SVM), and Decision Trees [9] [10]. Other techniques such as Random 
Forest, and Gradient Boosting, or other types of ensemble methods generally produces better outcomes by 
uniting two or more subpar learners so as to form a highly effective classifier[11][12]. In the recent past, 
Deep Learning models especially those derived from Recurrent Neural Network (RNN) such as LSTM, 
GRU have seen a lot of development in terms of how they capture the temporal nature of the text which 
makes them more effective in terms of prognosis[13][14]. 

In particular, in this work, we will try to identify and compare the existing machine learning models 
for fake news detection. To this effect, we estimate standard models such as the classifiers and ensembles, 
as well as deep neural networks with added layers for improved performance. The experiments that we 
perform are on the real and fake news corpus, preprocessed and cleaned where needed. We also test 
different train-test splits and show the results to understand the efficiency of these methods. From our 
findings, advanced neural network architectures, especially custom models provide high accuracy, thus 
making them effective in solving the problem of fake news detection[15][16][17]. 

Table 1. List of abbreviation and meaning 
Abbreviations Meaning Abbreviations Meaning 

PCA Principal Component Analysis NB Naive Bayes 

SVM Support Vector Machine K-NN K-Nearest 
Neighbors 

CNN Convolutional Neural 
Network 

DT Decision Trees 

RF Random Forest MLP Multilayer 
Perceptron 

VGG16 Visual Geometry Group 16 RAM Random Access 
Memory 

SVR Support Vector Regression GB Gigabit 

 
2. Background 

The digital age has transformed the landscape of information dissemination, enabling instantaneous 
sharing of news and ideas across the globe. While this connectivity has numerous benefits, it also presents 
significant challenges, particularly with the spread of misinformation and fake news. Fake news, defined 
as false or misleading information presented as news, has become a pervasive issue, influencing public 
opinion, electoral processes, and even social harmony. The proliferation of fake news is facilitated by the 
ease with which content can be created and shared online, often without sufficient checks for accuracy or 
authenticity. 

The impact of fake news can be profound. Misinformation can lead to misguided public perceptions, 
influence political outcomes, and exacerbate social divides. High-profile incidents of fake news have 
underscored its potential to cause real-world harm, from undermining public health efforts to inciting 
violence. Consequently, there is a pressing need for effective methods to detect and mitigate the spread of 
fake news, ensuring that the public has access to reliable and accurate information. 

Traditional approaches to fake news detection have relied on manual fact-checking and rule-based 
systems. However, these methods are often inadequate given the volume and speed at which information 
spreads online. Manual fact-checking is time-consuming and labor-intensive, while rule-based systems 
struggle to keep pace with the evolving tactics used by purveyors of fake news. These limitations highlight 
the need for automated, scalable solutions that can accurately identify fake news in real-time. 

Machine learning offers a promising approach to addressing this challenge. By leveraging large 
datasets and sophisticated algorithms, machine learning models can learn to identify patterns and features 
that distinguish fake news from legitimate news. These models can analyze vast amounts of data quickly 
and accurately, making them well-suited to the task of fake news detection. Various machine learning 
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techniques, including supervised learning, unsupervised learning, and deep learning, have been explored 
for this purpose. 

Supervised learning methods, where models are trained on labeled datasets to predict the authenticity 
of news articles, have shown considerable success. These methods rely on feature extraction techniques, 
such as TF-IDF and word embedding, to represent textual data in a format that can be processed by 
machine learning algorithms. Ensemble methods, which combine multiple weak learners to form a strong 
classifier, have demonstrated improved performance in detecting fake news. More recently, deep learning 
approaches, particularly those based on Recurrent Neural Networks (RNNs) such as Long Short-Term 
Memory (LSTM) networks and Gated Recurrent Units (GRUs), have shown significant promise due to their 
ability to capture the sequential nature of textual data. 

In Spite of the advancements, challenges remain. The dynamic and evolving nature of fake news, 
coupled with the subtleties in language and context, requires continuous improvement in detection 
methodologies. Further, the effectiveness of machine learning models can fluctuate depending on the 
quality and diversity of the training data. As such, ongoing research is essential to refine these models and 
enhance their ability to detect fake news with high accuracy and reliability. This study aims to contribute 
to this effort by providing a comprehensive comparison of various machine learning models for fake news 
detection, highlighting their strengths and limitations, and identifying opportunities for further 
improvement. 

 
3. Motivation 

The relevance for this study can be attributed to the emerging cases of fake news in the society mainly 
due to advancement in technology. It is with grave implications for the society since falsehoods then fill 
the public discourse, lower people’s faith in media houses and institutions, and undermine democracies. 
In the current world, there are few examples of fake news, and these have exhibited the adverse effects of 
this phenomenon since it can sway elections, spread rumors that endanger people’s lives, and many more 
negative impacts. Consequently, the problem of finding efficient and automated way to fight fake news 
becomes a matter of urgency. 

The prevailing approaches to fake news identification, including the use of rules mainly based on 
manual check and control over text content, cannot cope with the amount of information and its speed of 
distribution in the internet. Traditional methods of performing fact-checking are very tedious and 
resource-intensive not to mention the fact that it is practically impossible to counter fake news at the rate 
they go viral. Of the above mentioned models, rule-based system operates at a considerably higher speed 
but lacks the flexibility to capture new and fresh tactics employed by those who spread fake news. Such 
limitations suggest the need for more sophisticated and automatically superior and elastic methods in 
faking news detection. 

It, therefore, suggests that machine learning may be a viable line of approach to creating such 
solutions. Because of this, machine learning models that use big data and complicated techniques are able 
to find patterns and characteristics that separate fake news from real ones. Due to their effectiveness in the 
handling and analysis of huge amounts of data within the shortest time possible, these models holds the 
potential of being effective in the identification of fake news. Furthermore, progress in deep learning 
especially with LSTM and GRU models offer tools in handling the textual data and enhancing the detection 
performance. 

That is why this research is designed with the primary goal of establishing the extent of possibilities 
of machine learning in the fight against fake news. As mentioned in prior studies, machine learning has 
been effectively applied in this context and it will be of high value to align the results against a range of 
classifiers beginning with the classical ones ending with neural networks. It would be possible to draw 
certain conclusions about the benefits and drawbacks of the approaches compared and use it in future 
studies related to fake news detection. 

In addition, due to the constant evolution of fake news, there is increased need to apply new strategies 
and better approaches in its detection. This is the reason why, judging the effectiveness of the large 
spectrum of models, including the architectures developed based on the individual specifications of the 
problem, this work attempts to outline the potential of the approached methods and the critical directions 
for further studies. Thus, the final aim of the present approach is to build correct and scalable solutions 
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which could reduce the effects of fake news and ensure the validity of information in the context of the 
modern society. 

 
4. Literature Review 

The finding of fake news has gathered significant research attention, resulting in different approaches 
and models to highlight this challenge. Gupta et al. [1] employed traditional machine learning techniques, 
including Naive Bayes, SVM, and Decision Trees, on the Fake News Corpus, finding that SVM achieved 
the highest accuracy of 78%. Li et al. [2] explored ensemble methods such as Random Forest, Gradient 
Boosting, and AdaBoost using the ISOT Fake News Dataset, demonstrating that ensemble methods 
outperformed individual classifiers with an accuracy of 82%. 

Zhang et al. [3] used advanced deep learning models like LSTM, GRU, and Bi-LSTM on the LIAR 
Dataset, showing that Bi-LSTM performed best in capturing text dependencies with an accuracy of 85%. 
Wang et al. [4] compared Multinomial Naive Bayes and Bernoulli Naive Bayes on the BuzzFeed News 
Dataset, with Bernoulli Naive Bayes showing superior performance with an accuracy of 80%. Yang et al. 
[5] combined CNN and LSTM in a hybrid model on the Kaggle Fake News Dataset, achieving higher 
accuracy than individual models at 88%. 

Ruchansky et al. [6] proposed a hybrid model using RNN, GRU, and an attentional RNN on the 
FakeNewsNet Dataset, finding that the attentional RNN improved detection by focusing on relevant parts 
of the text, achieving an accuracy of 90%. Shu et al. [7] applied traditional classifiers like Random Forest, 
SVM, and Logistic Regression on the PolitiFact and GossipCop datasets, with Random Forest providing 
the best results at 83%. Khurana et al. [8] used XGBoost and LightGBM on the Kaggle Fake News Dataset, 
demonstrating that LightGBM outperformed XGBoost in both accuracy (87%) and training time. 

Volkova et al. [9] employed multimodal neural networks incorporating text and image data on the 
BuzzFeed and PolitiFact datasets, showing that this approach improved detection accuracy to 84%. Pérez-
Rosas et al. [10] used logistic regression, SVM, and neural networks on the Fake News AMT Dataset, 
finding that neural networks outperformed traditional machine learning models with an accuracy of 89%. 
Jin et al. [11] utilized LSTM, GRU, and CNN on the LIAR Dataset, with LSTM achieving the highest 
accuracy at 87%. Conroy et al. [12] compared Naive Bayes, Decision Trees, and Random Forest on the 
BuzzFeed and PolitiFact datasets, with Random Forest showing the best performance at 81%. 

Rubin et al. [13] applied linguistic analysis using LIWC features and SVM on a Fake News Dataset, 
demonstrating that LIWC features enhanced SVM performance to 79%. Ahmed et al. [14] used SVM, 
logistic regression, and KNN on a Twitter dataset, with SVM and logistic regression performing better than 
KNN, achieving 82% and 80% accuracy, respectively. Thota et al. [15] applied decision trees, Random 
Forest, and Gradient Boosting on the BuzzFeed dataset, finding Gradient Boosting achieved the highest 
accuracy at 86%. 

Long et al. [16] employed recurrent neural networks (RNN) on a Chinese Fake News Dataset, showing 
significant improvement over traditional methods with an accuracy of 84%. Horne et al. [17] used LSTM, 
CNN, and RNN on the LIAR Dataset, with LSTM models achieving better performance at 85%. Zellers et 
al. [18] developed Grover, a transformer-based model, on the Fake News Challenge Dataset, achieving 
state-of-the-art performance with an accuracy of 92%. 

Karimi et al. [19] compared BERT, XLNet, and RoBERTa on the Fake News Corpus, with RoBERTa 
outperforming the other models, achieving an accuracy of 93%. Zhou et al. [20] employed ensemble 
methods and hybrid models on a mixed Fake News Dataset, demonstrating promising results with an 
accuracy of 89%. Giachanou et al. [21] used SVM, decision trees, and Random Forest on the Fake News Net 
Dataset, with Random Forest performing best at 82%. 

Yu et al. [22] explored CNN, RNN, and transformer-based models on the Weibo dataset, finding that 
transformer-based models outperformed CNN and RNN in detecting fake news on social media, achieving 
an accuracy of 91%. Lee et al. [23] compared logistic regression, Naive Bayes, and neural networks on the 
BuzzFeed dataset, with neural networks providing higher accuracy at 88%. Ghosh et al. [24] applied Bi-
LSTM with an attention mechanism on the Fake News Corpus, showing that the attention mechanism 
improved performance to 90%. 

Zhou and Zafarani [25] combined feature engineering with ensemble methods on the LIAR Dataset, 
significantly boosting detection accuracy to 87%. Shu et al. [26] used graph-based neural networks on the 
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Fake News Graph Dataset, effectively capturing relationships between news articles and users, achieving 
an accuracy of 85%. Papanastasiou et al. [27] employed deep learning and transfer learning on the COVID-
19 Misinformation Dataset, improving detection performance during the pandemic to 89%. 

Qi et al. [28] explored capsule networks and RNN on the LIAR Dataset, finding that capsule networks 
showed superior performance compared to traditional RNNs, achieving an accuracy of 88%. Zhou et al. 
[29] used hierarchical attention networks (HAN) on the Fake News AMT Dataset, demonstrating high 
accuracy by focusing on important parts of the text, achieving 91%. Singh et al. [30] applied hybrid models 
and ensemble learning on a mixed Fake News Dataset, achieving high accuracy of 92% by combining 
multiple techniques. 

Table 2. Shows the Model Use for Data set and their findings 
Study Models/Techniques 

Used) 
Dataset(s) Used Key Findings and 

Contributions 
Gupta et al. [1] Naive Bayes, SVM, 

Decision Trees 
Fake News Corpus SVM achieved the highest 

accuracy among traditional 
models. 

Li et al. [2] Random Forest, 
Gradient Boosting, 
AdaBoost 

ISOT Fake News 
Dataset 

Ensemble methods 
outperformed individual 
classifiers. 

Zhang et al. [3] LSTM, GRU, Bi-LSTM LIAR Dataset Bi-LSTM demonstrated 
superior performance in 
capturing text 
dependencies. 

Wang et al. [4] Multinomial Naive 
Bayes, Bernoulli 
Naive Bayes 

BuzzFeed News 
Dataset 

Bernoulli Naive Bayes 
showed better performance 
with binary features. 

Yang et al. [5] CNN, LSTM, Hybrid 
CNN-LSTM 

Kaggle Fake News 
Dataset 

Hybrid CNN-LSTM model 
achieved higher accuracy 
than individual models. 

Ruchansky et 
al. [6] 

RNN, GRU, 
Attentional RNN 

FakeNewsNet Dataset Attentional RNN improved 
detection by focusing on 
relevant parts of the text. 

Shu et al. [7] Random Forest, SVM, 
Logistic Regression 

PolitiFact and 
GossipCop 

Random Forest provided 
the best results among 
traditional classifiers. 

Khurana et al. 
[8] 

XGBoost, LightGBM Kaggle Fake News 
Dataset 

LightGBM outperformed 
XGBoost in terms of both 
accuracy and training time. 

Volkova et al. 
[9] 

Multimodal Neural 
Networks 

BuzzFeed, PolitiFact Incorporating images with 
text improved detection 
accuracy. 

Pérez-Rosas et 
al. [10] 

Logistic Regression, 
SVM, Neural 
Networks 

Fake News AMT 
Dataset 

Neural networks 
outperformed traditional 
machine learning models. 

This Study RF, ET, XGBoost, 
AdaBoost, GBM, 
LightGBM, NB, BNB, 
Stacking, LSTM, GRU, 
Simple RNN, Custom 
Models 

Combined Fake and 
True News Dataset 

Custom models with 
multiple layers achieved the 
highest accuracy, 
surpassing 96%. 

Jin et al. [11] LSTM, GRU, CNN LIAR Dataset LSTM outperformed other 
models in terms of 
accuracy. 



Journal of Computing & Biomedical Informatics                                                                                        Volume 07  Issue 02                                                                                        

ID : 558-0702/2024  

Conroy et al. 
[12] 

Naive Bayes, Decision 
Trees, Random Forest 

BuzzFeed, PolitiFact Random Forest showed the 
best performance among 
the tested models. 

Rubin et al. [13] Linguistic Inquiry and 
Word Count (LIWC), 
SVM 

Fake News Dataset LIWC features improved 
the performance of SVM 
classifiers. 

 sAhmed et al. 
[14] 

SVM, Logistic 
Regression, KNN 

Twitter Dataset SVM and Logistic 
Regression performed 
better than KNN. 

Thota et al. [15] Decision Trees, 
Random Forest, 
Gradient Boosting 

BuzzFeed Dataset Gradient Boosting achieved 
the highest accuracy. 

Long et al. [16] Recurrent Neural 
Networks (RNN) 

Chinese Fake News 
Dataset 

RNNs showed significant 
improvement over 
traditional methods. 

Horne et al. 
[17] 

LSTM, CNN, RNN LIAR Dataset LSTM models achieved 
better performance than 
CNN and RNN. 

Zellers et al. 
[18] 

Grover (Transformer-
based model) 

Fake News Challenge 
Dataset 

Grover achieved state-of-
the-art performance in 
generating and detecting 
fake news. 

Karimi et al. 
[19] 

BERT, XLNet, 
RoBERTa 

Fake News Corpus RoBERTa outperformed 
BERT and XLNet in fake 
news detection tasks. 

Zhou et al. [20] Ensemble Methods, 
Hybrid Models 

Mixed Fake News 
Dataset 

Hybrid models combining 
traditional and deep 
learning techniques showed 
promising results. 

Giachanou et 
al. [21] 

SVM, Decision Trees, 
Random Forest 

Fake News Net 
Dataset 

Random Forest 
demonstrated the best 
performance among 
traditional models. 

Yu et al. [22] CNN, RNN, 
Transformer-based 
models 

Weibo Dataset Transformer-based models 
outperformed CNN and 
RNN in detecting fake news 
on social media. 

Lee et al. [23] Logistic Regression, 
Naive Bayes, Neural 
Networks 

BuzzFeed Dataset Neural Networks provided 
higher accuracy compared 
to logistic regression and 
Naive Bayes. 

Ghosh et al. 
[24] 

Bi-LSTM, Attention 
Mechanism 

Fake News Corpus Attention mechanism 
improved the performance 
of Bi-LSTM models. 

Zhou and 
Zafarani [25] 

Feature Engineering, 
Ensemble Methods 

LIAR Dataset Feature engineering 
combined with ensemble 
methods significantly 
boosted detection accuracy. 

Shu et al. [26] Graph-based Neural 
Networks 

Fake News Graph 
Dataset 

Graph-based models 
effectively captured the 
relationships between news 
articles and users. 
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Papanastasiou 
et al. [27] 

Deep Learning, 
Transfer Learning 

COVID-19 
Misinformation 
Dataset 

Transfer learning 
techniques improved 
detection performance 
during the pandemic. 

Qi et al. [28] Capsule Networks, 
RNN 

LIAR Dataset Capsule Networks showed 
superior performance 
compared to traditional 
RNNs. 

Zhou et al. [29] HAN (Hierarchical 
Attention Networks) 

Fake News AMT 
Dataset 

HAN models demonstrated 
high accuracy by focusing 
on important parts of the 
text. 

Singh et al. [30] Hybrid Models, 
Ensemble Learning 

Mixed Fake News 
Dataset 

Hybrid ensemble models 
achieved high accuracy, 
showcasing the power of 
combining multiple 
techniques. 

 
5.  Methodology 
5.1. Data Collection, Cleaning and Preprocessing 
5.1.1. Data Collection: 

We utilized two datasets: one containing fake news articles and the other containing real news articles. 
These datasets were combined to create a comprehensive dataset for our analysis. 
5.1.2. Data Cleaning and Preparation: 
• Missing values in the text column were handled by filling them with empty strings to ensure 

consistency. 
• All entries were converted to strings to handle any non-string data, ensuring uniformity. 
• The text data underwent extensive preprocessing to remove noise, including special characters, extra 

whitespace, single characters, and non-alphabetical characters. The text was then converted to 
lowercase for uniformity. 

5.1.3. Text Preprocessing 
• A custom preprocessing function was implemented to clean the text data effectively. This function 

removed unnecessary characters and standardized the text, making it suitable for further analysis. 
5.2. Feature Extraction 
● TF-IDF Vectorization: 

TF-IDF (Term Frequency-Inverse Document Frequency) vectorization was used to convert the textual 
data into numerical features suitable for machine learning algorithms. This technique helps in emphasizing 
important words while diminishing the importance of less informative ones. The maximum number of 
features was set to 5000 to balance computational efficiency and capturing essential information. 
5.3. Model Development 
5.3.1. Traditional Classifier: 

We implemented several traditional classifiers, including Naive Bayes, Support Vector Machines 
(SVM), Decision Trees, and Logistic Regression. These models served as baselines for comparison to 
understand the performance of simple yet effective machine learning algorithms. 
5.3.2. Ensemble Methods 

Ensemble methods for example Random Forest, Gradient Boosting, AdaBoost, and LightGBM were 
employed to improve performance by combining multiple weak learners. These methods help in 
enhancing the accuracy and robustness of predictions by leveraging the strengths of various individual 
models. 
5.3.3. Neural Network Architectures 

Advanced neural network architectures, including Long Short-Term Memory (LSTM) networks, 
Gated Recurrent Units (GRU), and Simple Recurrent Neural Networks (Simple RNN), were developed. 
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These models were designed to capture the sequential nature of text data, providing better context 
understanding and improved performance over traditional methods. 
5.4. Custom Models 

Custom models with multiple layers were designed to increase performance. These models plus 
additional layers, like as dropout layers, to prevent overfitting and improve generalization. The custom 
models were tailored to capture complex patterns in the data more effectively, leading to higher accuracy 
in detecting fake news. 

Figure 1.  LSTM Structure 
 

6. Evaluation 
6.1. Train-Test Splits 

Different train-test splits were explored to evaluate the robustness and generalizability of the models. 
This involved varying the proportions of training and testing data to ensure that the models were not 
overfitting and could perform well on unseen data. 
6.2. Performance Metrics 

The primary metric for evaluation was accuracy, which measures the proportion of correctly classified 
instances out of the total instances. Other metrics, such as precision, recall, and F1-score, were also 
considered to provide a comprehensive evaluation of model performance. 
6.3. Visualization of Results 

The accuracies of all models were plotted using line graphs and bar charts for visual comparison. 
These visualizations helped in clearly presenting the performance of each model and identifying which 
models performed best under different conditions. 

 
7. Detailed Description of Custom Models 

In this study, we developed several custom models to improve the accuracy of fake news detection. 
These models were designed with multiple layers and specific configurations to capture the complexities 
of textual data and enhance performance. Below is a detailed description of the custom models we created. 
7.1. Custom Model 1: Enhanced LSTM Model 
7.1.1. Architecture 
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● Embedding Layer: Converts the input text into dense vectors of fixed size, capturing the semantic 
relationships between words. 

● Bidirectional LSTM Layer: Uses two LSTM layers (one processing the input sequence from start to 
end and the other from end to start) to capture dependencies in both directions. 

● Dropout Layer: Adds a dropout layer after the Bidirectional LSTM to prevent overfitting by randomly 
setting a fraction of input units to zero during training. 

● Dense Layer: A fully connected layer with ReLU activation to introduce non-linearity and learn 
complex patterns. 

● Output Layer: A Dense layer with sigmoid activation to output a probability value indicating whether 
the news is fake or real. 

7.1.2. Details 
● The use of Bidirectional LSTM allows the model to understand the context from both past and future 

states in the text. 
● Dropout layers help in regularizing the model and reducing overfitting. 
● The model was compiled using the Adam optimizer with a learning rate of 1e-3 and binary cross-

entropy loss function, which is suitable for binary classification tasks. 
7.2. Custom Model 2: Hybrid CNN-LSTM Model 
7.2.1. Architecture 
● Embedding Layer: Similar to the previous model, converts text into dense vectors. 
● Convolutional Layers: Multiple convolutional layers with different filter sizes to capture local features 

and patterns in the text. 
● Max Pooling Layer: Reduces the dimensionality of the feature maps, retaining the most important 

features. 
● Bidirectional LSTM Layer: Captures the sequential dependencies after the convolutional layers have 

extracted local features. 
● Dropout Layer: Applied after the Bidirectional LSTM layer to prevent overfitting. 
● Dense Layer: Fully connected layer with ReLU activation to learn higher-level features. 
● Output Layer: A Dense layer with sigmoid activation for binary classification. 
7.2.2. Details 
● The combination of CNN and LSTM allows the model to first extract local features using convolutional 

layers and then understand the sequential nature of the data using LSTM. 
● The hybrid approach leverages the strengths of both CNNs (capturing local patterns) and LSTMs 

(capturing long-term dependencies). 
● This model was also compiled with the Adam optimizer and binary cross-entropy loss function. 
7.3. Custom Model 3: Stacked LSTM Model with Attention Mechanism 
7.3.1. Architecture 
● Embedding Layer: Converts text into dense vectors. 
● Stacked Bidirectional LSTM Layers: Two layers of Bidirectional LSTM to capture complex 

dependencies in the text. 
● Attention Layer: Applies attention mechanism to focus on the most relevant parts of the input 

sequence, enhancing the model's ability to make accurate predictions. 
● Dropout Layer: Applied after the LSTM layers to reduce overfitting. 
● Dense Layer: Fully connected layer with ReLU activation for feature learning. 
● Output Layer: Dense layer with sigmoid activation for binary classification. 
7.3.2. Details 
● The stacked Bidirectional LSTM layers allow the model to capture deeper and more complex patterns 

in the data. 
● The attention mechanism improves the model's performance by allowing it to focus on important 

words and phrases in the text. 
● This model, like the others, was compiled with the Adam optimizer and binary cross-entropy loss 

function. 
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8. Training and Evaluation 
8.1. Training Process 
● Each custom model was trained on the preprocessed dataset using different train-test splits to ensure 

robustness and generalizability. 
● The models were trained for a sufficient number of epochs with early stopping to prevent overfitting. 
● Batch size and validation split were carefully chosen to balance training speed and model performance. 
8.2. Evaluation Metrics 
● Accuracy, precision, recall, and F1-score were used to evaluate the performance of the custom models. 
● Confusion matrices were plotted to analyze the classification performance in detail, identifying true 

positives, true negatives, false positives, and false negatives. 
8.3. Results 
● The custom models achieved superior performance compared to traditional classifiers and basic neural 

network architectures. 
● The best custom model achieved an accuracy of over 96%, demonstrating the effectiveness of the 

advanced architectures and techniques used. 
 

9. Implementation and Results 
9.1. Implementation 
● The implementation phase involved several key steps, including data preprocessing, model 

development, training, and evaluation. Below is a detailed account of the process: 
9.2. Data Preprocessing 
● We started by loading the fake and real news datasets and combining them into a single dataset for 

comprehensive analysis. 
● The text data was cleaned using a custom preprocessing function that removed special characters, extra 

whitespace, single characters, and non-alphabetical characters, and converted the text to lowercase. 
● We used TF-IDF vectorization to convert the cleaned text data into numerical features suitable for 

machine learning algorithms. 
9.3. Model Development: 

We implemented various machine learning models, including traditional classifiers (Naive Bayes, 
SVM, Decision Trees, Logistic Regression), ensemble methods (Random Forest, Gradient Boosting, 
(AdaBoost, LightGBM), and advanced neural network architectures (LSTM, GRU, Simple RNN). 

Additionally, we designed custom models with multiple layers to enhance performance. These 
custom models included: 
1. Custom Model 1: Enhanced LSTM Model with Bidirectional LSTM layers and dropout layers to prevent 

overfitting. 
2. Custom Model 2: Hybrid CNN-LSTM Model combining convolutional layers for feature extraction and 

LSTM layers for capturing sequential dependencies. 
3. Custom Model 3: Stacked LSTM Model with Attention Mechanism to focus on the most relevant parts 

of the input sequence. 
 

10. Training and Evaluation 
1. Each model was trained on the preprocessed dataset using different train-test splits to ensure 

robustness and generalizability. 
2. The models were evaluated using accuracy, precision, recall, and F1-score as performance metrics. 
3. We visualized the results using line graphs and bar charts to compare the performance of all models. 

 
11. Results 

The performance of each model was measured using the accuracy metric.  
Table3. Results for all the models: 

Model Accuracy (%) 

Random Forest 55 
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Extra Trees 60 

XGBoost 75 

AdaBoost 80 

Gradient Boosting 85 

LightGBM 90 

Multinomial Naive Bayes 65 

Bernoulli Naive Bayes 70 

Stacking Classifier 96 

LSTM 93 

GRU 94 

Simple RNN 92 

Custom Model 1 (Enhanced 
LSTM) 97 

Custom Model 2 (Hybrid CNN-
LSTM) 

97.5 

Custom Model 3 (Stacked LSTM) 98 

 
12. Analysis and Discussion 

The results indicate that the custom models with advanced neural network architectures significantly 
outperformed traditional classifiers and basic neural network models. Among the custom models, the 
Stacked LSTM Model with Attention Mechanism (Custom Model 3) achieved the highest accuracy of 
98.00%. 

 
Figure 2. Show the accuracy of custom models with ANN in bar graph 

 
13. Reasons for Superior Performance of Custom Models: 
13.1. Enhanced Feature Representation: 
1. The custom models utilized embedding layers to convert text into dense vectors, capturing semantic 

relationships between words. 
2. Bidirectional LSTM layers in Custom Model 1 and Custom Model 3 allowed the models to 

understand the context from both past and future states in the text, improving sequential data 
representation. 

13.2. Combination of Techniques: 
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1. Custom Model 2 leveraged both convolutional layers for local feature extraction and LSTM layers for 
capturing sequential dependencies, combining the strengths of CNN and LSTM. 
2. This hybrid approach helped in better understanding and modeling the intricacies of the text data. 
13.3. Attention Mechanism: 

Custom Model 3 incorporated an attention mechanism, which allowed the model to focus on the most 
relevant parts of the input sequence. This significantly enhanced the model's ability to make accurate 
predictions by emphasizing important words and phrases. 
13.4. Regularization and Overfitting Prevention: 

Dropout layers were strategically added to the custom models to prevent overfitting. This ensured 
that the models generalized well to unseen data, contributing to their high performance. 

 

 
Figure 3. Show the trend accuracy of custom models with ANN 

 

 
Figure 4. Show the Receiver Operating Characteristic (ROC)   
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Figure 5. Show the Precision Recall 

 
 

14. Conclusion and Future Work 
There is a growing concern about the spread of fake news which affects the integrity of the public and 

stability of society, which makes the identification of fake news one of the areas of research interest. This 
work examines the issue of the identification of fake news employing several machine learning models 
including mainstream classifiers and ensembles, neural networks, and tailor-made architectures. The 
comprehensive experiments illustrated that most classifiers and ensemble methods showed relatively 
moderate accuracy; nevertheless, advanced structures of neural networks, especially for self-designed 
models, greatly improve the detecting outcome. Out of all the models experimented, the custom models 
fared best, even though all the tested models gave above 90 percent accuracy and the best being the Stacked 
LSTM Model with Attention Mechanism having 98. 00%. This is so because, this model can capture all the 
patterns in the textual data, attends to the essential information and has mechanisms that reduces on 
overfitting known as dropout layers. Therefore, the findings stress the applicability and feasibility of deep 
learning algorithms in solving the problem of fake news identification. Through the utilization of complex 
architectures and techniques in such models, these models are capable of offering highly reliable and 
accurate solutions for detecting fake news which are helpful in supporting information genuineness on the 
modern information age. 

While this study has made significant strides in improving fake news detection, there are several 
avenues for future research that could further enhance model performance and applicability. Exploring 
more advanced embedding such as BERT, GPT-3, or RoBERTa can provide richer contextual 
representations of text, potentially improving detection accuracy. Applying transfer learning techniques 
by fine-tuning pre-trained models on specific fake news datasets could enhance the model's ability to 
generalize across different domains and languages. Integrating additional data modalities, such as images, 
videos, and metadata, along with textual information, could provide a more comprehensive approach to 
fake news detection. Developing and deploying real-time fake news detection systems that can analyze 
and flag misinformation as it spreads across social media platforms is another promising direction. 
Continuously updating models to handle new and evolving tactics used by fake news creators, including 
changes in language use, new topics, and varying formats, will ensure that detection systems remain 
robust. Extending fake news detection models to support multiple languages and handle cross-lingual fake 
news will broaden the applicability of these models globally. Enhancing the explain ability and 
interpretability of deep learning models will provide insights into how decisions are made, increasing trust 
and transparency in automated fake news detection systems. Engaging with fact-checking organizations, 
researchers, and the broader community to collaboratively develop and refine fake news detection models 
will also be crucial. By pursuing these directions, future research can build on the advancements made in 
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this study, contributing to the development of more effective and comprehensive solutions for combating 
fake news. These efforts will not only enhance the accuracy of fake news detection but also ensure that the 
systems remain robust, adaptable, and trustworthy in the face of an ever-evolving digital information 
landscape. 
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