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________________________________________________________________________________________________________ 
Abstract: The quantity of textual data is increasing in online realm with the blink of eye and it has 
become very difficult to extract useful information from such enormous bundle of information. An 
area of natural language processing known as automated text summarization is responsible for 
producing gist’s, abstracts, and summaries of written text in a variety of human languages. These 
are of a high quality and contain relevant information. Extractive and abstractive summarization 
are the two methods that can be used to summarize information. A lot of research is being conducted 
especially in extractive summary. In Urdu language, there is no research efforts in abstractive 
summarization up till now, so it is much needed of having research works to be done in this domain. 
Urdu language is mainly spoken in South Asia. In the proposed research work we use amalgam of 
extractive and abstractive algorithms to generate summaries. Sentence weight, TF-IDF, word 
frequency algorithms are used for extractive summaries. A hybrid technique is utilized so that the 
findings of extractive summaries can be improved. The abstractive summaries will be produced 
once the summaries provided by the hybrid approach have been processed using the BERT model. 
In order to analyses the summaries that were automatically created by the system, we have enlisted 
the assistance of certain Urdu language experts. 

 
Keywords: Natural Language Processing; Term Frequency; Inverse Document Frequency; 
Bidirectional Encoder Representations from Transformers. 

 
1. Introduction 

After stepping into in this digital era excessive amount of text materials about any topic whether it is 
related to science, history, geography, sociology, psychology, sociology and so forth are easy to reachable 
on the Web. This world of documents, each of which stores a significant amount of information, continues 
to expand faster than the blink of an eye every single day. Natural Language Processing (NLP) has made 
great strides in recent years, and as a result, the vast majority of documents are now available in a number 
of different Natural Languages. The field of natural language processing (NLP) came to the forefront when 
people began teaching machines to translate one form of human language into another. NLP is an approach 
to empower computers to examine, perceive, and measure human language in a nifty and strategic manner. 
The incredible research work is being carried out in NLP domain. [14] [22] [50]. Most often to get some 
valuable and relevant information, we have to read every page of lengthy documents. 

It requires a long span of time and energy to get useful and significant content. This tiresome task of 
reading a ton of material can mentally exhaust humans [47]. Therefore, it increases the requirement for an 
automatic Text summarizer because limited time is taken by text summarizers to generate summary of a 
text. Thus it enables user to recognize whether composed data is significant or not. In the discipline of 
information retrieval and NLP, Automatic text summary is the most fundamental challenge. 

The method of demonstrating a ton of data or documents in a shortened form without distressing the 
gist of the text is text summarization. Therefore, we can say that from a set of unstructured data it is a 
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process of finding the important text from document for the reader [19]. While making a comparison to 
other databases, unstructured data is available on Internet. So finding useful material itself is a hard task. 
The foremost goal of Text summarization is to retrieve the core subject of the data and the associate 
information in it and to generate summary by conserving the actual meaning of content. Due to this process 
we will be able to save storage space and time. 

The first iterations of the summarization systems appeared in the early 1950s. The focus of the 
research that came before was on the word and phrase frequencies, which are considered to be the two 
most significant aspects of any language [1]. After that diverse algorithms of machine learning were being 
used for generating text summary. At present the language processing tools along with arithmetical and 
algebraic methods are used for generating a summary. In some of summarization systems, a manual 
threshold is specified to highlight the percentage of source text that will be part of the final summary. 

By using text summarization systems, the main idea of lengthy documents can be judged easily and 
quickly. If the resultant summary has not duplicate sentences and it is emphasizing on various topics of 
input text, then it is considered as good summary. 

Extractive summary and abstractive summary are the paradigms of text summarization system [5]. 
In extractive summary, the summary is generated without any alterations in the given text by extracting 
the important expressions from the original documents. It is like to use a highlighter to highlight key points. 
Normally the sequence of sentences is maintained as it was in the provided text file [37] [39]. Statistical 
methods like sentence length, cue based, term frequency, and scoring method etc. are used to pick 
sentences that are used to create summary. However, Abstractive summarizer is popular because it has the 
capability to highlight the key idea of text documents by generating novel sentences [49] [45]. It feels very 
much like writing with a pen. The challenge, however, lies in determining how to cherry-pick the essential 
details of a text without compromising the document's core meaning. One such issue is that computers do 
not yet have the capacity to understand languages as deeply as people do. This is in contrast to the human 
ability to understand languages. That is why, in abstractive summarization linguistic method help is taken 
to understand and scrutinize the original text and to generate summary [8]. Even though the both 
algorithms are similar as they are meant to extract key points of data. But when compared with extractive 
summary, the abstractive summary technique is more effective, because it creates a precise summary of 
text or document by itself [35]. Coherent (grammatically correct and easily readable) summary is generated 
by abstractive summarizer and it is the vital incentive in refining the summary’s quality. 

Figure 1. Overview of Abstractive Summarization 
Urdu - an Indo-Aryan - language that is originated from Turkish language, meaning” Lashkar” in 

Urdu. It is mostly spoken in South Asia. It is the national language of people of Pakistan. Urdu possesses 
a highly syntactic structure. There are more than 100 million Urdu speakers around the world. The lexicon 
of the Urdu language is heavily impacted by the Persian language as well as Sanskrit and Arabic. It 
possesses 38 alphabets, comprised of 26 consonants and 12 vowels in total. The indentation runs from right 
to left across the item. [40]. Urdu is considered as a complex language because of its morphology, diverse 
vocabulary and nature of words. An example of Urdu writing followed by English translation written in 
Pak Nastaliq font is shown in Figure 2.  

At present, a lot of research work in Urdu language is carried out in the field of extractive 
Summarization techniques. But when compared to other languages like Arabic [27], Turkish [41], English 
[43], Hindi [56], Japanese [60] and Chinese [58] etc. research work done in Urdu language summaries 
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generated by abstractive summarization approaches is in premature state. This is mainly due to lack of 
resources for pre-processing techniques and raw data. There is a great demand for research to be done in 
abstractive summarization. 

Figure 2. Example of Urdu Sentence 
Existing commercial and non-commercial automatic text summarizing systems for naturally 

occurring languages with widespread usage, such as English, French, Turkish, etc., include a large number 
of examples. When it comes to the Urdu language, hardly no study work in the field of artificial text 
summarization has been done, or the work that has been done is rather insignificant. Urdu is considered 
as a low resource language, because for commercial systems the resources like NLP based pre-processing 
tools and datasets are often not open-source or even absent. This is the main reason why it is difficult for 
researchers to work on abstractive summaries. 

A system that uses an abstractive text summarizing technique to generate summaries of Urdu blog 
posts and news articles has been presented as a means of overcoming the challenges associated with Urdu 
text summarization. The dataset contains information that was compiled from a variety of Urdu 
publications, such as Express, BBC Urdu, Nawa-E-Waqt, Dawn, and Daily Jang, amongst others. The 
proposed technique takes advantage of the ability to replicate a condensed and more refined summary that 
is extremely similar to the humanoid summary. The readers of this paper will have a clear picture of the 
work that can be done in the field of abstractive summaries in Urdu language as a result of reading this 
paper. In addition to this, it will provide the opportunity and the self-assurance necessary to begin working 
in the Urdu language with various abstractive summarization techniques employing a wide variety of 
methods such as domain-based ontology, semantic graphic representation, WordNet, and many more. 
Object- The prime goal of the research is to come up with a commercial framework that will generate 
abstractive summary of text written in Urdu language. The abstractive summary is generated after 
systematically consideration the content of data. This is reconstructed by compressing the input data and 
it looks like human generated summaries. This is implemented in three phases and two paradigms of 
automatic text summarization are used for this purpose. In first phase, we apply four famous techniques 
of extractive text summarization. In second phase we apply hybrid approach on the summaries generated 
in first phase. In the last phase, the abstractive summarization algorithm is applied on the summary 
generated in second phase. The evaluation of results is done manually by Urdu language professionals 
from Department of Urdu, GCU, LHR. 
 
2. Related Work  

 The great majority of previous summaries of work was extractive, including the search and summary 
of the key phrases or sections in the source material. Summarization of text has gained a lot of awareness 
in latest days. We begin by discussing the associated works of extractive and abstractive summarization, 
followed by improved learning and self-commitment. In conclusion, this section talks about the various 
works that are connected to BERT (Bidirectional Encoder Representations from Transformers) and 
sentiment analysis. 

On the other hand, humans have a tendency for retell the earliest narrative as their own language. 
As a consequence, human summaries are complex and ambiguous and never consist of first sentences from 
the text being repeated. DUC2003 and DUC-2004 competitions standardized the task of abstractive 
summarization. 

The data for these activities is made up of news reports from a variety of subjects, one and all multiple 
human reference summaries. Author [15], the best performing method regarding DUC-2004 mission, 
applied mixture of linguistically compression techniques that are motivated and also unsupervised subject 



Journal of Computing & Biomedical Informatics                                                                                         Volume 07  Issue 02                                                                                         

ID : 596-0702/2024  

recognition algorithm which resends key-words extracted within article onto the squeeze production. 
Some important features of this kind include using standard machine learning Phrase-table approaches 
[31], weight-driven tree-transformation compression [17], and quasi-synchronous grammatical approaches 
[55]. Deep learning has emerged as a promising option for several NLP activities [33], and researchers have 
begun to view this approach as an appealing, completely data driven alternative to abstractive 
summarization. Author [48] encode the source with convolutional models and produce the description 
with context-sensitive and feed-forward neural network, yielding modern findings on the Giga-word and 
DUC data sets. [48] Extended this analysis by using same convolutional model for encoder as well as 
replacing decoder with RNN, resulting as improved functionality on both datasets. Previous studies [10] 
[36-38] [57] concentrated mostly on extraction methods. References [10] [36]-38] use RNN (Recurrent 
Neural Network) to pick sentences and obtain vector representations of sentences and papers. To compute 
the value of sentences, Author [57] engage RNN and GCN. Even while the extractive method can easily 
obtain relatively high values, the results are typically unpredictable. The sequence-to-sequence 
transformation is used in a number of different NLP functions, including NMT (Neural Machine 
Translation), QA (Question Answering), and Image Captioning (SEQ 2 SEQ) [12] [11] model was 
successfully used. Since the model sequence can read or make text content freely, there can be abstraction. 
The first work on extending the SEQ 2 SEQ attentiveness paradigm to abstraction by the researcher [49]. 
This strategy unquestionably works better than more traditional methods, which are shown to be inferior. 
The network [53] repeats terms from the source article or creates new words in the language by pointing 
them. References [44] have an OOV (Out-Off-Vocabulary) terms pointer network [29] in their model. Some 
modern approaches (e.g., [26]) cantered to SEQ 2 SEQ paradigm have been suggested, and they have all 
shown successful results. 

While abstractive models are able to create new concepts, which makes them comparatively concise, 
these models also suffer from knowledge loss and have high computational costs because the input text is 
so extensive. The models [46] [24] suggested a hybrid architecture by combining the benefits of the 
extractive and abstractive methods. The extractive network extracts phrases from the input series with clear 
semantics, and the abstract network summarizes the extracted sentences in order to provide a final text 
summary. 

The models that have been created on the second part of the sequence-to-sequence architecture 
frequently struggle with the problem of intensity bias. During the training stage, both the abstract reference 
and the words generated by the stage before it is utilized as the decoding input. During the test stage, 
however, only the words generated by the stage before it is used. Previous research [38] [9] utilized 
reinforcement learning [18] to address these issues. Source [38] used reinforcing training to score the 
phrases in pure extraction-based summarization. Reference [44] used gradient approaches to enhancement 
strategy learning for abstractive summarization. Reference [26] for the purpose of abstract summarization, 
the deep neural network method was applied. A comprehensive model of reinforced training has been 
created by combining a small number of human and collaborative staff members, as described in Reference 
[9]. Reinforcement was not employed by any of the methods, however, to bridge the non-differentiated 
calculation that existed between the two neural networks. In continuation of our prior efforts [46], we used 
strengthening learning in the model to connect the extractive and abstractive networks we had already 
learned. 

A range of natural language operations, including machine learning [2] and summary text [53] [49], 
have used this target feature effectively. As we know that each element is part of the chain in a single way. 
Self-attention, thus, is often applied in tasks like speech processing [59], emotional analysis [30] as well as 
other activities. In [21], the hierarchical attention is often applied to encrypt extractive model phrases and 
documents. As influenced by [21], we use self-attention to represent texts. 

The aforementioned model’s word embedding representations are typically available in both forms: 
learning direct and pre-training. Learning direct obtains word representation throughout the model 
training phase, while pre-trained obtains term incorporation initialization by word2vec training on data 
set. Models [53] [46], use learning-direct, while models [24] [51] as word embedding usage words2vec. 
While the previous research provides a valuable analysis of the mixture of models in the system, the role 
of the universal language model pre-training is ignored and applied instead for the text summary model. 
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The pre-training model was trained using an extensive amount of unlabeled text. Model pre-training 
implanted vectors, be it spatial or semantic functions, are richer and more precise. 

The most recent example BERTs is the model of pre-training languages, which has recently achieved 
success in variety like processing of natural languages activities. For the large text feedback combining 
word and word representations in a wide transforming, BERTs have been pre-trained [32]. Techniques for 
using pre-training BERTs are mostly classified as Functional and refined methods. The method is different 
from the literary activities [16], instead, BERTs can create better contextualized token embedding using 
functional based techniques, enabling our model, top of these designed, to do efficient. 

Throughout this article, the term vectors of pre-training models (BERTs) are used as a job guidance, 
and strengthening learning is used to merge networks of extracting and producing into one model. In the 
first place it is needed to really understand the key concept of the material by a human-written manual 
definition, then pick key sentences based on the article’s background details, and finally rewrite the 
selected sentences. 

The phrase-weight system proposed by Burney, A. [7], with Word Processors’ phrase weight, is 
completely statistical, and it is based on limiting the fact that it translated the English Stop Words (i.e., 400 
Stop-words collections) and used these words to translate into Urdu and complete one of the pre-
processing tasks. The central selection technique used for synthesizing text is the Cross-Language System 
[13] in the English-Urdu language. These summaries were translated into Urdu and used three English 
summary corpora. It depends on the description body of English. An algorithm was used to generate a 
generalized description of a single paper by an individual approach to the multi-lingual text summarizer 
[42]. This method uses the vector theme which divides the text and selects the higher-ranking sentence. But 
above all it is very effective, but the integrity of the representative consistency of the description material 
is not remaining, because it is not fluid at various compression ratios. Author [3] proposed the sentence 
fusion approach to classify repeated phrases by using the topmost local multi-sequence orientation. 
Sentence fusion is a multi-gene synthesis technology. In this method several documents are used as inputs, 
and by using the themes collection the core topic is found by processing these inputs and when the theme 
is finalized, the sentences are ordered and the clustering algorithm is used. The sentences are fused using 
sentence fusion until the sentences are ordered and a statistical synthesis is produced. 

With their ideas for Chinese news synopsis, Lee et al [23] suggested fuzzy ontology, which model 
unknown information and thus describes field know-how accurately. Field ontology is thus defined by 
domain knowledge for news conferences and followed by the preliminary processing stage of this 
document producing significant terms in the Chinese news directory and news corpus. Fuzzy inference 
stage produces membership degrees for every downy concept in fuzzy field of ontology. The set of 
membership degrees for any flouted concept is related to different events in the field of ontology. 

Tanaka et al. [52] suggested a syntactic analysis of chunks of the sentence lead and body in order to 
summarize newscasts. The basis of this theory is based on the techniques of phrase fusion. In order to 
recognize common sentences in the lead and corpse bits, the resume procedure entails inserting and 
substituting sentences to produce a synthesis of news broadcast by the revision of the sentence. The first 
step involves a syntactic analysis of the body and lead chunks accompanied trigger check pair 
identification, the matching sentence with various similitudes and alignment measurements. The last move 
consists of addition, replacement or both. The integration process includes positioning places 
determination, repetition control and discusses consistency review to make sure consistency and repetition 
removal. Replacement stage guarantees the information is increased by replacing the body sentence in the 
lead chunk. In order to locate semantically similar noun and verbs, Pierre-Etienne et al [4] recommended 
extraction rules. After extraction, the contents are selected and submit data to the generation to prevent 
combining candidates. It is used in a straight forward generation pattern for sentence form and vocabulary. 
Content-oriented summarization is done after generation. 

Huong Thanh Le et al [28] suggest an approach focused on discourse law, syntactic limits, and word 
charts to abstract text summarization. The sentence reduction stage is dependent on input phrases, initial 
text keywords and syntactic restrictions. Only in a sentence mixture process, the word graph is used. In 
the end of every sentence and the end of every phrase, the process of generating a phrase from the 
important aspect. Merging of sentences is carried out through observation and adherence to a few 
instances. The suggested text by Ansamma Johnet al. [25] Summarizer based on the random forest 
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classification and the characteristic ranking. The input that is pre-processed and functional ratings are then 
determined and the classification is trained and cross-validated, as well as the vital dimensions are 
summarized with the maximum marginal relevance. A conditional difficulty determining which class of 
the sentence is either a description or a nonreasoned class is the classification. The primary duty is the 
production of summary phrases from class summary. The phrases chosen based on optimum importance 
as well as minimal repetition. 

A consensus summary is available to improve the results of the report; Ding Wang et al. [54] proposed 
several summary documents using a number of techniques such as the centroid process, graphics method, 
etc. for the assessment of various baseline combination methods such as the average ranking,  

Average range, borders, median aggregation, etc. The aim is to gather data from individual summary 
approaches using a new weighted consensus scheme. The method for natural language generator (NLG) 
is fed in semantic-based technique using linguistic illustrations of documents. This approach is specifically 

Table 1. Comparison of multi lingual developed text summarizers 
Title Language Technique Accuracy Evaluation 

A Neural Attention 
Model for 

Abstractive 
Sentence 

Summarization, 
2015 

English Attention-Based 
Summarization 

45% Rouge1 Rouge2 
Rouge-L 

Abstractive 
Document 

Summarization via 
Bidirectional 

Chinese Bidirectional Decoder 40% Rouge1 Rouge2 
Rouge-L 

A Text Abstraction 
Summary Model 

Based 
on BERT Word 

Embedding 
Learning, 2019 

English 
BERT model 41% Rouge1 Rouge2 

Rouge-L 

Japanese 
Abstractive Japanese BERT mode, 52% Rouge-N 

Text 
Summarization 

using BERT, 2020 

 Pointer 
network 

53%  

Cross-Language 
Summarization 

System for English-
Urdu 

English Urdu Extracting Sentence/ Passage 48% Precision, recall, 
F1 measure 

Extractive Text 
Summarization 

Models for Urdu 
Language 

Urdu Sentence weight, frequency 68% Rouge1 Rouge2 

Design and 
Development of 

Automatic 
Summarization 

System 

Urdu TF-IDF 
Lead Hybrid 

58 % Human 
Experts 

A Rewriter Model 
for Urdu Document 

Neural Word 

Urdu 
Embedding 

Neural word 42.65% Rouge1 Rouge2 
Rouge-L 
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designed to distinguish verbal phrases and verb sentences. The new graphics summarization system 
(Opinosis) provides portable abstract synthesis of highly redundant views [20]. It has some distinguishing 
features, which are essential to abstract summaries capture redundancy, subsequence gapped and systems 
collapsible. By scanning Opinosis graph related to subsections encoding right phrases and high points of 
redundancy, model produces an abstractive description. Important sentence and course score were the 
main components of the scheme. The path is then picked and labelled High consistency, fragmented paths 
and generation summary. Then two paths are declining and redundant paths are discarded. 

 The method incorporates the extractive and the abstractive data together to produce abstracts and 
that technique is based on the word graph system and compresses, merges and produces abstracts. The 
terminology in the paper is a sequence of vertices in the graph and the edge of the corresponding 
connection with two words. To establish the threshold’s intensity, a page rank value weighting function 
was developed. The algorithm of shortest path can be applied as it gives a small sentence with more detail 
about the graph nodes associated with it. The key material can be found with two approaches 
Compendium Text Resumed approach I a group of phrases is entered as a word graph input and then sent 
to the image. ii) Choose essential material and apply the word graph approach from the source text. 

In summary method a document or its compilation produces a succinct text that is most important 
key information. Single and various documents may be used as a summary task. We assume a single 
document or generic synthesis in the case of our Urdu text summary. Text summary methods may be 
classified as extractive summary and abstractive summary [6]. Extractive summary methodology derives 
essential phrases from text for summary production [34]. The abstract resume technique sums up the text 
using various vocabulary gathered from the information base based on the meaning and the semantic 
nature of the text. The extraction process is considered as the determination of main content in the wording, 
abstraction is the reformulation process, and fusion is the combination phase of extracted sections as well 
as the compression ensures that there is no meaningless squeezing of content [60] [61]. 

Based on the above analyses models that are pre-trained (BERT) word vectors which are used like 
task feedback, and strengthening training used to combine the extracted network and the generation 
network inside a prototype. First of all, we need to thoroughly grasp the principal meaning of the 
document, pick key phrases based on the reference details in the article, and then rewrite the chosen 
phrases from a human-written textbook. The concept in this paper follows the same principle and the 
associated relationship. 

 
3. Methodology  

Identify applicable funding agency here. If none, delete this text box. 
The suggested system has its skeleton divided up into a number of different modules. In the first 

module, the text is pre-processed using a variety of Natural Language Processing (NLP) techniques, 
including normalization, tokenization, lemmatization, structured processing, and removal of stop words, 
amongst others. After the preliminary processing has been finished, the approaches for feature extraction 
are employed, and the sentences are sorted according to the weight and word/term frequencies of the 
individual sentences. The formation of the extractive summaries is the consequence of this action. The 
summaries that are produced in the second module are subjected to a hybrid method, after which a single 
summary is produced. The resulting summary is then submitted to the BERT model, which results in the 
generation of an abstractive summary. The findings of the summaries that were prepared will be evaluated 
in the final module. The following provides a thorough diagram of the framework that has been proposed. 
3.1. Text Pre-processing 

   This is the first and mandatory step in any NLP tasks. There exist many open source pre-processors 
tools for English. For Urdu language there are also many libraries like Spacy, Inltk, Stanza and Urdu hack 
etc. But pre-processing with these libraries is still a difficult task. The maximum accuracy level is still not 
achieved. 

   First of all, we perform normalization of Urdu input text. For example, in Urdu there are some 
words in which two letters are combined together like in ( ,(( تأرج  Alif (' ا') and Hamza ('' ')ٔ are separate 
characters but they are written in combined form. These two letters will be split. Urdu Language is really 
rich when it comes to its syntactic structure. For example there are some words which can be written with 
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or without space like (، دنمتمہ دنم تمہ  ). The proper white spaces between words and punctuation will be 
ensured; diacritics and accents will also be removed during text normalization module. 

Tokenization is the fundamental component of every text preprocessing system. Tokenization is the 
act of breaking down longer units of text such as sentences, phrases, paragraphs, or even entire documents 
into singular or individual terms. There are two primary stages involved in tokenization: 
● Paragraph splitting into sentences 
● Sentences splitting into words 

The delimiters used for splitting of paragraphs are full stop (-), question mark (?), exclamation mark 
(!). However, for paragraph splitting white-spaces, quotes, commas, and semicolons are used. Tokens are 
created by tracing word boundaries. These word boundaries are used as starting and ending points of 
words. On the 

Basis of these tokens, further processing like stemming and lemmatization will be performed. An 
example of Urdu sentence tokenization is given in the figure below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Diagram of Work 
 

 
 
 
 
 

Figure 4. Sentence Tokenization 
Following the completion of the tokenization process comes the subsequent step of stemming, which 

involves reducing the words to their most fundamental form. Take, for instance, the root word in "  ،اریم
ےریم ،یریم  " is " " ںیم . The prefixes and suffixes of the word are stripped away, leaving only the root of the 

term. Another crucial stage in the pre-processing of text is the lemmatization of its words. It entails 
determining the setting in which the word is being used. Stemming and lemmatization is incomplete with 
POS tagging. The relative part of the speech tag is applied to tokens based on the stem and context of the 
word. It is a crucial step in comprehending the sentence’s meaning. It is also used to extract the 
relationships and for building a knowledge 

Graph. An example of POS tagging is given below: 

 
Figure 5. POS tagging 

Stop-words removal is another important task in pre-processing. The most common words which 
occur repeatedly in all the sentences and doesn’t provide any meaning to the text are called Stopwords. 
During the process of processing the text, the system is able to securely ignore them. The essential meaning 
and structure of the sentence are kept intact despite the elimination of the stopwords. Conjunctions, 
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prepositions, and pronouns, among other types of words, might fall under this category. Some of the Urdu 
stopwords are ، روا،مت ،ںیم ،یک ،اکےہ ،ےس ،ےک   By removing stopwords from the text, the performance of the 
system can be improved as only meaningful and less tokens are left due to which the size of dataset and 
training time is decreased. A list of stopwords will be provided to the system. It will match the list with the 
input text and clean the data. After successfully removal of stopwords, now the remaining content words 
will be used for further processing. The given below figure shows the process of stopwords removal from 
the sentence. 

 
Figure 6. Sentence with and without Stop-words 

3.2. Extractive Summaries  
 The text is now all set for feature extraction after it has been pre-processed. Extractive summarization 

is the process of picking important phrases based on a set of criteria to provide a thorough summary that 
fully conveys the essential notion of the original text. In extractive summarizing, each sentence from the 
source text is assigned a weight, and only the source sentences with the highest weights are included in 
the final summary. There are several different approaches that can be taken to complete the task of sentence 
weighing. The sentence weight algorithm, the word-frequency algorithm, and the term-frequency 
algorithm are the three well-known methods that are utilized for the generation of extractive summaries 
in the system that has been proposed. 
3.3. Sentence Weight Algorithm 

 The sentence weight algorithm is responsible for the statistical analysis that assigns a particular 
weight or rank to sentence in the text. The assigned weights determine whether or not the sentence is 
included in the final summary. Ranking of sentences is based on the amount of content words in the text 
divided by the number of words in the entire text. Verbs, nouns, adverbs, and adjectives are all examples 
of content The sentences in the input text are denoted by T = {S1, S2, S3, S4, ...., Sn}, n is number of sentences 
in entire input text T and Sj represents the single sentence whereas Sw j represents the weight of Sj . The 
next step is to compute the words count present in the entire input text. Let W = {W1, W2, W3, w4, ....,Wn} , 
n is the count of words in the sentence. The stopwords and the content words in the given text will be 
denoted by Wsw and Wcw respectively. The weight of the sentences will be calculated as: 
Wcw = W –Wsw           (1) 
Sw j = Wcw / Wn × 100          (2) 

After finding the weight of all sentences, sentences will be sorted in ascending order with respect to 
their weight. Now we’ll choose the threshold or the number of sentences we want to generate the summary. 
Now again sorting will be applied on the selected sentences according to the positions of sentences in the 
original text. 
3.4. Term Frequency Algorithm 

 The TF-IDF statistic is a method of statistical analysis that shows the importance of a given word in 
relation to the input file. The significance of the TF-IDF measure rises in direct proportion to the frequency 
with which a certain word appears in the given text. However, it is compensated for by the amount of 
times a term appears in the corpus, and it helps to find that certain words are more popular than others. 
[Case in point] When referring to a word's overall frequency in a document, the frequency term refers to 
the raw frequency of the word. The inverse document frequency term also tells whether the phrase is 
appearing frequently or not at all in all documents. It can suggest either that it is unusual or that it appears 
frequently. We may calculate the overall number of phrases by dividing the number of papers that contain 
the term by the total number of documents. 

We’ll start by calculating term frequency table. Then inverse document frequency will be calculated 
and in the last sentence score will be calculated. Let’s start from calculating term frequency matrix. It is 
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obtained by diving the number of time a word appear in sentence with the total words in the whole 
document. Consider W = {W1,W2,W3,W4, ....,Wn} or Σn i=1 is the set of words in the document, where Wn 
is the total count of words in the given text. The count of word Wi is written as Wj i . 
TF = Wji / Wn           (3) 

Before we can construct the IDf matrix, we need to first determine the total number of documents 
(Dn) and the frequency with which the Wi appears in those documents (Df). In order to normalize the 
frequency, we will divide (Dn) by (Df), then take the log of that number. 
IDF = log( Dn\ Df)          (4) 
TF − IDF = TF × IDF          (5) 

The significance of sentences is measured by calculating TF-IDF value of every token. The sentences 
are then arranged from less T-IDF values to high TF-IDF values. The sentences which have high TF-IDF 
value will be preferred and selected for final summary. The number of sentences included in final summary 
also depends on threshold selected by user. These selected sentences are arranged in the order in which 
they appear in input text. 
3.5. Word Frequency Summarization 

Only the frequency of the terms found inside the content will be calculated using this method. In the 
first step of this process, we will compute the frequency table by first removing any stop words and then 
only adding the content words from the document. Let Wf equal the number of content words in a sentence 
(W1, W2, W3,...,Wn), where Wfi is the frequency of the word Wi and Wn is the total number of words in a 
phrase. Add up the number of times each word appears in the sentence, then divide that total by the total 
number of words in the sentence. This will give you the sentence score, or SC. 
SC =Wfi / Wn           (6) 

The possible problem with this algorithm is the long phrases benefit over short phrases. We split each 
sentence score by the number of terms in the sentence to solve this problem. 
WF = SC /  Wn           (7) 
3.6. Hybrid Algorithm 

 We used the three summaries of the input document generated by sentence weight algorithm, TF-
IDF algorithm and word frequency algorithm to compose hybrid summary of the document. The common 
sentences present in the summaries generated by three algorithms will be chosen to generate single 
summary. This shows the importance of sentences as they occur in all three summaries. This approach is 
used to refine the results of extractive summaries. The precise and articulate summary will be generated 
from long text. 

 In order to generate hybrid summary, a threshold between 30 and 40 percent of the input text is 
supplied. If the length of the summary is lower than the threshold after taking into account all of the 
common sentences extracted from all three algorithms, then it will select the common sentences from the 
two extractive summaries. We are going to create sets of indexes for the sentences. We are going to keep a 
record of the index number for each sentence. Let's say A = s1, s2, s3,...., sn, where each of these numbers 
represents an index of a sentence found in the given material. All three algorithms will do a comparison of 
these indices with the sentences that are included in the summaries that they generate. 

   Let SW is the set of indexes of sentences included in the summary generated by sentence weight 
algorithm. SW = {{s′1}, {s′2}, {s′3}, ……{s′n}}. The set of indexes of sentences included in summary generated 
by TF−IDF = {{s′′1}, {s′′2}, {s′′3}, ……{s′′n}}. 

  We’ll compare the indexes and the common indexes will be stored in FS. 
HS = SW ∩ TF – IDF          (8) 

The indexes of sentences by word frequency algorithm will be stored in WF ={{s′′′1}, {s′′′2}, {s′′′3}, 
……{s′′′n}}. We’ll compare FS and WF. The sentences whose indexes will match will be taken for final 
summary. 
HS = SW ∩ TF − IDF ∩WF          (9) 
3.7. Abstractive Summary 

    The algorithms that are used to generate an abstractive summary do not collect sentences from the 
source material; rather, they aim to capture the essential concepts of the text and construct new phrases to 
express them. The process of abstractive summarization is quite similar to the way that human 
summarizers approach their work. The proposed system summarized the information supplied by the 



Journal of Computing & Biomedical Informatics                                                                                         Volume 07  Issue 02                                                                                         

ID : 596-0702/2024  

Hybrid algorithm by employing a model known as BERT, which stands for "Bidirectional Encoder 
Representations from Transformers." These models are often regarded as the most effective method 
currently available for carrying out NLP-related activities. Since BERT models have already been trained 
on enormous data-sets, there is no need for any extra training to be performed. In order to deliver the 
highest quality summaries, it makes use of a sturdy flat design that incorporates transition layers between 
sentences. 

   It uses a typical seq2seq architecture including bidirectional encoder, decoder, embedding and 
summarization layers. The overview architecture of BERT model is given: 

 
 Figure 7. Overview architecture of Bert Model 

Tem is competent as a masked model. In contrast to other extractive summarizers, it uses embedding 
for various phrases. These embedding are adjusted to create the relevant summaries. in proposed work the 
labels X and S are passed to BERT instead of many phrases. The source document is represented as X = {x1, 
x2, ..., xn}. The sequence of sentences form source material is denoted as S = {s1, s2, ..., sn}. Let yi = {0, 1} are 
the two possibilities which signifies whether a certain sentence will be selected or not. 
3.8. Encoder 

The sentences of input material are encoded in order to be preprocessed. An LSTM encoder is used 
in proposed work. We’ll use two tags; a CLS tag before each phrase and followed by SEP tag. CLS tag is 
responsible for aggregating the features of sentences. Urdu Input tokens are passes to encoder one by one 
and it stores the summarized data in hidden layer. We’ll only save the data of internal layer and output 
will be discarded. This layer encapsulates the data of all input sequences so that the accurate predictions 
can be made by decoder. The formula used to calculate hidden layer is: 
ht = f(W(hh)ht−1 +W(hx)xt)         (10) 
3.9. Decoder 

    Decoder is also an LSTM model. We’ll use the final state of encoder as initial state of decoder. The 
decoder begins to generate output sequence by using these states and the outputs will be stored for further 
use. We’ll use the hidden states of encoder to generate output of decoder and its own hidden state. In the 
hidden state of decoder word embedding are fed at t-th time and can be calculated as: 
ht = f(W(hh)ht−1           (11) 

 
Figure. 8. Encoder-Decoder in LSTM 

Table 2. Title and Type 
Sr. No Title of Document Type 

 یتوہ بارخ یک انوروک 1
 لاحتروص

Current Affairs 

 یتایمسوم ای جنیچ ٹیمئلاک 2
 ںایلیدبت

Environment 

 یملاع اک رودزم ، یئم موی 3
 ےڈ ربیل ای ند

Social issues 
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3.10. The Model 

The sequence of sentences S = fs (X) mod 2 is computed as fs (x) is the total count of sentences in x. 
The resulting BERT encoder output is denoted as M. Next step is to input M and the decoder’s output at 
the t-th time stage. As demonstrated in (1), the possibility of the vocabulary can be calculated at the t-th 
time stage. The loss in training L can be calculated using (1). 

Pt(w) = fdec (w|M, X<t)         (12) 
L = −Σni=1 logP (Xt |M,Ht−1)        (13) 

 
4. Result & Decision 

Assessment of results for summaries generated in Urdu language is the most difficult task as 
standard datasets are not available. However, an Urdu summary corpus is available for abstractive 
summaries which is comparatively small. These summaries are produced without any standard guidelines. 
The average size ratio of resultant summary is between 33 and 40%. In the discussed corpus, some 
summaries have size up to 80% of input material. There are fifty articles divided in many categories like 
health, news, history, religion, current affairs, technology, sports and tourism etc. But the length of various 
articles is less than 400-500 words which is not recommended to generate abstractive summaries. With 
these 
4.1. System generated Results 

Verifying that the summaries that were generated by the machine are accurate is an exceedingly 
challenging task. On the other hand, the compression rate of system generated summaries can be 
determined with the use of certain computational formulas. It provides an estimate of the total number of 
sentences that are included in the ensuing summary in relation to the length of the original text. 

Compression-rate% = total-words-summary ×100 / input-text-length 
Some tests are conducted by submitting some articles to the text summarizer. These experiments are 

performed on our collected dataset of 50 articles which are also divided into the same categories as 
discussed in the referenced corpus. The articles are collected from BBC Urdu, Express Urdu Blogs, Jang 
news, Nawae-Waqt and some other Urdu magazines. The word count for these articles ranges anywhere 
from 800 to 1600 total characters. The size ratio of the extracted summary is almost identical to that of the 
input text. The abstractive model is then given these data after they have been compressed so that it can 
generate a summary. This data is compressed once more, and the size of the resulting summary is almost 
20% of the size of the given text. The resultant summaries are easy to read, and the summary’s linguistic 
integrity is preserved. The key concept of the input material is presented solely in the approximate 
description. It displayed precise data while retaining the original text’s content. 
4.2. Evaluation 

   To assess the other features like paraphrasing, main idea, punctuation, grammar and accuracy 
(sentences from input material) of generated summaries, services from three Urdu Experts are taken. These 
people are experienced and having knowledge in the domain of Urdu Language. The author provided 
them the dataset and the system generated summaries and requested them to assess the resultant 

 Health رثا اک لوحام رپ تحص 4

 Religion ناتسکاپ روا ملاسا ،مہ 5

 Politics نشکیلسےلہپ ےس نشکیلا 6

 ںولیھک امرس یئایشیا ںیو7 7
 ماتتخا اک

Sports 

 Tourism لارتچ یداو 8

 Technology ایند یک زرٹویپمک ورکیئام 9

 History فہک ِ باحصا 10
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summaries according to these metrics. It will give a rough idea of human’s perspective of creating 
summaries and the characteristics on the basis of which they create summaries. Even though it is a 
tremendous challenge for a computer to 100% comply with human language, their mother ‘s tongue skills 
and vocabulary. 
4.3. Sample text of single document articles and their Summaries 
4.3.1. Summary Generated by Sentence Weight 

 
Figure. 9.  Summary Generated by Sentence Weight 

The sample input document consists of 847 words. The summary generated by sentence weight 
algorithm consists of 325 words which is almost 38% of input text. The sentences with highest weight are 
picked and arranged in ascending order. The main idea of input document is preserved in this summary 
4.3.2. Summary Generated by TF-IDF 

 
Figure 10. Summary Generated by TF-IDF 

The sample input document consists of 847 words. The summary generated by TF-IDF algorithm 
consists of 348 words which is almost 41% of input text. The sentences in summary are exactly taken from 
the source material and they present. 
4.3.3. Summary Generated by Word Frequency 

The sample input document consists of 847 words. The summary generated by TF-IDF algorithm 
consists of 339 words which is almost 40% of input text. The sentences with word which are most repeated 
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will be picked. Sentences in summary are exactly taken from the source material and depicts the key 
concept of input file. 

 
Figure 11. Summary Generated by Word frequency 

4.4. Summary Generated by Hybrid Algorithm 

 
Figure 12.  Hybrid Summary 

Here hybrid summary consists of 241 words which is almost one-third of the given text. The common 
sentences of three summaries are picked and a refined summary is generated which only consists of the 
most important sentences of input document. 
4.5. Abstractive Summary 

The generated summary is almost one-fourth of the hybrid summary. Because Hybrid summary is 
provided to BERT model for abstractive summary generation. There are many new words we can see in 
the summary. The focus, convention and accuracy is also maintained. We can say that the generated 
summary is compact and concise. Now there is no need to read the data of 2 pages to know what is written 
inside it. You can just read 4-5 lines to find whether the document is useful for you or not. 
4.6. Evaluation Results 

The metrics for evaluation used in the existing models; Rouge1, Rouge2, Rouge-L are based on 
precision, recall and F1 measure for finding the accuracy. In these models the human and system generated 
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summaries were being compared by the system but that was not the finest one. In the present model the 
accuracy is measured by generating the summaries by the system and assessing the results by the humans. 
This method is better than the previous because the understanding of a language in terms of tongue skills 
and vocabulary of the humans with ’Urdu’ mother language is finer than the machines. 

 یک ںوقی رط ۔ےہ اہررک زوکرم ہجوت رپ یئاناوت یسمش ےئل ےک ےنرک ادیپ یلجب ےس ےقی رط ظوفحم روا رادیئاپ ، تسود لوحام ناتسکاپ
 یئاناوت یسمش ناتسکاپ۔ےہ یتکسوہ ادیپ یلجب هدای ز ےس ترورض یک کـلم ، وت ےئاج یک لامعتسا ےس ےقی رط بسانم رگا ، شئاجنگ یراوادیپ
 ےک ناتسکاپ ںیم روپلواہب رہش یطسو ےک باجنپ ہبوص ےک ناتسکاپ۔ےہ اتھکر تیحلاص یک ےنرک ادیپ یلجب کت ٹاو اگیم 700،000 ہعی رذ ےک

ےہ ایگ ایک حاتتفا اک کراپ یئاناوت یسمش ےڑب ےلہپ  

Figure 13. Abstractive Summary 
 

5. Conclusion and Future Work 
A plethora of information text summarizers consciously participate in understanding only the key 

idea of source article or other document in any language. People typically tend to read the highlights of 
news articles, movie premieres, or an overview of latest developments in science journals, etc. from the gist 
content found on various web pages or other online portals. Because of the abundance of online 
information today, experts in Natural Language Processing have focused on meeting the need for 
automated summarization. 

Even though Urdu is national language of Pakistan. It is globally written and spoken by billions of 
people. Still its resources are low with regards to language processing research. There are a lot of web 
portals or news websites which are generating Urdu data on daily basis such as Express news. In order to 
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save time, people choose to read abstract or synopsis of lengthy data. For English language summary, there 
are several approaches available. Conversely, for Urdu language these strategies do not exists publically. 

In this research, first the data is cleaned by pre-processing techniques. Then important sentences are 
extracted by applying sentence weight, TF-IDF, and word frequency algorithms. Sentence rank method is 
used to assess the summaries generated by these algorithms. After the extractive summaries are generated, 
a hybrid algorithm is applied to refine the results. The common sentences from the summaries generated 
by famous extractive algorithms are picked and a single unit summary is produced which represents the 
main idea of source material. The hybrid summary is then processed by the pre-trained BERT model to 
generate abstractive summary. Experiments are executed on author’s own collected dataset of 50 articles 
divided into different categories like health, news, sports etc. Evaluation is done by Urdu professionals in 
order to find accuracy of proposed system. 

In this proposed work, summaries are generated for single document. We’ll try to improve our work 
by generating multi-document summaries in future. Moreover, the window-based application forms will 
be introduced to make this proposed system commercial. We’ll try to add more vocabulary and synonyms 
to refine the results and to make summaries closer to human generated summaries. 
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