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Abstract: Diabetes is a disorder that has a significant impact on world health. In order to properly 
treat the illness and avoid complications, early identification is crucial. This paper presents a novel 
scheme for diabetes prediction based on Ant Lion Optimization (ALO)-enhanced deep learning 
feature selection. We conducted thorough data processing, able to handle missing values, specifying 
outliers, and validating the Pima Indian's diabetes-relevant data. The selection of pertinent features 
was optimized that use ALO, and the resulting deep neural network (DNN) was then provided with 
classification training. The suggested model outperforms typical machine learning (ML) 
approaches, with an astonishing 96.50% accuracy. This prediction precision demonstrates the aim 
to expand predictive accuracy by integrating metaheuristic systems with DNNs.  According to our 
findings, this technique is ideal for dramatically enhancing early diabetes diagnosis and delivering 
valuable knowledge for medical decisions. 
 
Keywords: Diabetes Forecast; Feature Selection; Ant Lion Optimization (ALO); Metaheuristic 
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1. Introduction 

Diabetes is a chronic illness that hinders millions of individuals nationally and internationally and 
also has the great promise to be devastating. According to estimates from the International Diabetes 
Federation (IDF), 700 million people globally level will also have diabetes by 2045, up from 463 million in 
2019 [1]. Diabetes is a major global health issue that is gaining more widespread, notably type 2. Type 2 
diabetes is by far the most prevalent form of the illness, accounting for 90–95% of cases [2]. It is 
characterized by insulin resistance. If diabetes is not very well treated or controlled, it can result in huge 
health consequences like as neuropathy, renal failure, cardiovascular disease, and even death [3] [4]. 

To efficiently assess and avert these drastic consequences, premature detection is important.  
Nevertheless, early diabetes identification is not always compatible with the existing diagnostic 
procedures. Because of this, there are growing rapidly efforts in improving forecasting analytics that could 
be more fast and accurate as well as predict diabetes through the use of deep learning (DL) [5] [6] and 
advanced machine learning (ML) strategies [7] [8] [9]. These methodologies assess large clinical sets of data 
patterns and relations and aid in identifying intricacies among several health indicators that standard 
diagnostic methods could neglect [10]. 

In this investigation, we introduce a new approach to diabetes forecasting by merging ALO for feature 
selection and DNNs [11] for classifying [12]. Our objective is to use Kaggle's Pima Indian diabetes-relevant 
data to ease our design and strengthen the precision of our forecasts. The optimization technique, known 
as ALO, mimics how antlions search in the wild and is influenced by biology. It has been made an 
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application to create the perfect middle ground between exploitation and exploration for a variety of 
practical applications, including feature selection. When paired with DNNs—which flourish in retrieving 
intricate patterns from data—this approach should greatly enhance the prediction of diabetes in its 
beginning phases. 

 
2. Literature Studies  

The subject of research over the last few years, the uses of ML in diabetes forecasting has become quite 
operative years. Numerous methods, which include support vector machine (SVM), logistic regression 
(LR), and decision trees (DT, k-nearest neighbors (KNN), have been applied for this [13] [14]. SVM and LR 
are two of these that have historically been considered to be quite satisfactory for classification tasks, such 
as diabetes forecasting [15] [16] [17]. Even so, more numerous studies have indicated that classifiers as 
DNN and multilayer perceptron (MLP)—outperform these conventional ways due to their ability to 
automatically recognize complex, non-linear associations in the statistical information [18]. 

One of the main obstacles to machine learning for medical prognostication is the high dimensionality 
[19] of data sources, which can lead to overfitting as well as excessive operation [20] [21]. Both filters and 
wrapper-based feature engineering strategies have been investigated intensively to overcome this 
limitation; they choose the most pertinent features and eliminate unessential or inconsistent features [22] 
[20]. When it comes to feature selection, wrapper-based practices are exceptional to filter methodologies 
though since they may be used with machine learning models, which fosters innovation [23]. 

For selecting features, metaheuristic evolutionary computation including ant colony optimization 
(ACO), particle swarm optimization (PSO), and (GA) has been practiced in recent times [24] [15] [25]. These 
schemes, which derive from natural occurrences, have proven beneficial in reconciling intricate challenges.  
Grey Wolf Optimization (GWO) and Ant Lion Optimization (ALO) are two metaheuristic processes that 
have become well-liked because of their simplicity of use and efficiency in optimization issues [24] [26]. 
For illustration, in a variety of medical prognostication issues, namely those involving diabetes, Grey Wolf 
Optimization has proven to be an efficient means of achieving high performance and reducing 
computational burden [27] [28] . 

Data analysis on diabetes prognostication has made large use of the Pima Indian Diabetes Dataset as 
a basic [29]. Research using conventional machine learning methods, including decision trees and Naive 
Bayes (NB), has shown respectable accuracy rates of 70–82% [30]. However, prediction accuracy has been 
greatly enhanced by more recent methods that combine complex deep-learning models with feature 
engineering strategies. An accuracy rate of 96.10% was accomplished by research that combined GWO with 
MLPs, demonstrating the promise of hybrid models in this area [31]. 

Our research expanded on earlier studies in this area by proposing a novel approach that combines 
DNNs for diabetes forecasting with ALO for selecting features [32]. Our aim is to strengthen prediction 
precision while significantly reducing the computational load leading to huge data by leveraging 
efficacious deep networks and confining the most pertinent features from it. Even though this approach 
has consequences for medical decisions and clinical outcomes, it also exemplifies an intriguing pledge for 
the early diagnosis of diabetes. 

Main Contributions: The research mentioned above suggests that by incorporating ML and DL 
methodologies, this practice has significantly accelerated the area of diabetes forecast: 
● Incorporates DNN for classification and ALO for selecting features. 
● Utilized the diabetes dataset of the Pima Indians, attaining a great accuracy of 96.50%. 
● ALO algorithm supports reducing dataset intricacy whereas refining forecast performance 
● Cutting-edge data preprocessing procedures were employed, containing: 
- Standardization 
- Handling missing values 
- Detecting outliers using the interquartile range (IQR) scheme. 
● Assessed using comprehensive performance metrics: accuracy, sensitivity, precision, and specificity. 
● Offers a reliable technique for early diabetes forecast and supports clinical decision-making. 
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3. Materials and Methods  
This section outlines the investigation's approach, including the phases involved in gathering data, 

parsing, choosing ALO attributes, and classifying DNNs. The Pima Indian's diabetes set of data on Kaggle 
released data for our model's training and testing purposes. 
3.1. Data Preprocessing 

Data preprocessing involves several phases as follows: 
1. Processing missing data values: The efficiency of ML algorithms may endure to fill gaps in the data, 

this study will employ the mean value of the relevant features. 
2. Outliers are intercepted using the Interquartile Range (IQR) framework: Outliers are values that are 

not within the range of [Q1 - 1.5 * IQR, Q3 + 1.5 * IQR], where Q1 and Q3 depict the first and third 
interquartile range, respectively. Such outliers have been eliminated to affirm the model's potency. 

3. Normalization: The set of data is validated to the range [0, 1] utilizing Min-Max scalability to provide 
equal contributions to the model among all attributes. The normalizing equation is as follows: 

								𝑥! = "#$%&	(")
(")	#$%&	(")

                              (1) 

Where 𝑥 labels the real value and 𝑥! labels the normalized value. 
3.2. Feature Selection Using Ant Lion Optimization (ALO) 

A key stage in ML is feature selection, which is the process of selecting the most relevant features to 
reduce the dimensionality of the dataset and improve classification accuracy. The ALO is used to invent 
the finest set of features for the diabetes forecast problem. 
1. Initialization: A random initialization is applied to the population of ants and antlions. The goal is to 

maximize the classification accuracy, and the selected attributes of each ant indicate the candidate 
solution. 

2. Fitness evaluation: The accuracy of the DNN classifier is used to define the fitness of each antlion. The 
fitness function is intended as: 

								𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = *+,*-
*+,*-,.+,.-

                            (2) 

Where TP, TN, FP, and FN signify true positives, true negatives, false positives, and false negatives, 
respectively. 
3. Random walk and antlion traps: According to the traps set by the antlion, the ants will randomly walk 

in the search area. The following equation is used to correct the random walk. 
							𝐹(𝑡) = (.!"(/)#0(/)

1(/)#0(/)
) × (𝐷 − 𝐶)                           (3) 

Where 𝐹2%(𝑡) signifies the position of the 𝑖𝑡ℎ ant, and 𝐷(𝑡) and 𝐶(𝑡) signify the current minimum and 
maximum boundaries of the search space, respectively. 
4. Optimization loop: Based on the suitability of the solution, the algorithm iteratively changes the 

placement of ants and trapdoors, gradually converging to arrive at the optimal solution. 
5. Termination: The algorithm comes to an end when the fitness of the solution does not get any better 

after a predetermined number of iterations. 
Table 1. Pseudocode for ALO 

1. Initialization 
- Randomly start the ant and antlion populations. 
- Establish the maximum iteration count (MaxIter). 
- Determine the search space's dimensionality (Dim) by taking into account the number of features. 
2. Fitness Evaluation 
- Determine the fitness of each antlion by utilizing the accuracy of the DNN classifier. 
- Equation.2 (fitness function): 
3. Optimization Loop 
- For every iteration ranging from one and MaxIter, 

a. Ant Random Walks 
- Walk randomly for every ant, taking into account the traps that antlions set up. 
- Random walk formula (Equation.3): 

Fe(t) = ((Fei(t) - C(t)) / (D(t) - C(t))) × (D - C) 
b. Trap Adjustment: 
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- Ants should reposition themselves in response to antlion influence. 
- Update the location if an antlion captures the ant (fitness of antlion > fitness of ant). 

Fei(t) = Fei_antlion(t) 
4. Fitness Comparison and Update 
- Compare the fitness of each ant and antlion after the random walk and trapping process. 
- Update the position of the antlion if the fitness of the ant is better. 
- Sort all antlions based on fitness values from best to worst. 
- The best antlion (with the highest fitness) is selected as the global leader and used to influence the 

movement of ants in subsequent iterations 
5. Termination Criteria 
- Stop the algorithm if the maximum number of iterations has been met or if there is no apparent rise 

in fitness. 
- Providing the optimal outcome or the optimal feature subset. 

End of Algorithm 
3.3. Diabetes Classification Using Deep Neural Networks (DNN) 

Following their selection by ALO, the best features are sent into a DNN for classification tasks. An 
input layer, many hidden layers, and an output layer form the DNN layout. 
1. Pre-training using Deep Belief Networks (DBN): The model is pre-trained by initializing the weights 

using a DBN prior to the real training procedure. DBN is made up of numerous layers of unsupervised, 
layer-by-layer trained Restricted Boltzmann Machines (RBMs). 
An RBM's energy function is provided by: 

								𝐸(𝑣, ℎ) = −∑ ⬚⬚
% 𝑣%𝑏% − ∑ ⬚⬚

4 ℎ4𝑐4 − ∑ ⬚⬚
%,4 𝑣%ℎ4𝑊%4                (4) 

Where 𝑣% 	𝑎𝑛𝑑	ℎ4 signify visible and hidden units, 𝑊%4 signifies the weights, and 𝑏%and 𝑐4 signify biases. 
2. Fine-Tuning with Backpropagation: Backpropagation is used to fine-tune the network following pre-

training. Gradient descent is employed to modify the weights as the discrepancy amid anticipated and 
real outputs is sent back throughout the network. 

								𝑤%4&26 = 𝑤%4789 − 𝜂.
:;
:6"#

                                    (5) 

Where 𝜂 signify the learning rate, and 𝐸 signify the error function. 
3. Training and Testing: The model is trained using 70% of the dataset, with 30% reserved for the testing 

phase. The model’s enactment is assessed using accuracy, precision, sensitivity and specificity. 
 

4. Results 
We performed our proposed diabetes data classification using MATLAB 2016a on a system with an 

Intel i7 CPU and 8GB RAM. The datasets used for training and testing were taken from the Kaggle Diabetes 
dataset. These data were used to build a model for early-stage detection of diabetes. The efficacy of the 
classified model is examined by utilizing key aspects such as accuracy, sensitivity, specificity, and 
precision. All of this is described in detail in the sections that follow, offering insight into the model's 
efficacy and forecasting capabilities. 
4.1. Database Description 

The dataset used for this work is accessible through the Diabetes Data source (Kaggle). This file 
comprises 768 instances with eight medical factors, which would include age, blood pressure, body mass 
index (BMI), insulin level, and glucose concentration. The binary variable suggests if the patient will have 
diabetes (0 or 1). Of all the patients, 268 were diagnosed with the condition, while 500 were classed as non-
diabetic. This set of data presents a full range of development of diabetes, and health features that are 
typically connected with it, making it excellent for early seedling diabetes detection algorithms. 
4.2. Performance Metrics 

We evaluated the effectiveness of our suggested diabetes predictive model by analyzing the above 
performance indicators proposed classifier framework: 
● True Positive (TP): diabetes patients are appropriately identified as having diabetes. 
● True Negatives (TN) accurately classify non-diabetic individuals. 
● False Positives (FP): Non-diabetic patients are wrongly diagnosed with diabetes. 
● False Negatives (FN): Diabetic patients are misclassified as non-diabetics. 
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These factors assist as the base for computing other significant estimate parameters which encompass 
accuracy, specificity, sensitivity, and precision. 
Sensitivity: The sensitivity of feature extraction and classification is estimated by a ratio of TP to total FN 
and TP. 
Specificity: The specificity of feature extraction and categorization may be determined by connecting a 
number of TN to the aggregated TN and the FP. 
Accuracy: The percentage of real esteems displayed in the population may be used for assessing the 
accuracy of the feature extraction and feature classification. 
Precision: Precision evaluates how many of the data that are categorized as positive are positive according 
to the condition's procedures. 

Table 2. Performance metrics 
Sensitivity Specificity Accuracy Precision 

TP
TP + FN	

TN
TN + FP	

TP + TN
TP + TN + FP + FN	

TP
FP + TP	

4.3. Performance Evaluation of Feature Selection Algorithms  
Table 3 examines the feature accuracy with and without the ideal feature for different testing data. 

Each feature index shows the number of delegate points that are used to choose each of these characteristics 
separately from the optimal feature set. In testing data five, the most extreme accuracy is 90.55%. Accuracy 
refers to the amount of accurate forecasts or the precise way in which the dataset is described. It examines 
the likelihood that the accurate forecasts will come to pass. 

Table 3. Features based Accuracy 
Test 
Data 

With Optimal 
Features         ( ALO) 

Encryption 
Time (s) 

1 85.52 75.10 
2 87.70 78.20 
3 84.53 69.40 
4 90.20 81.20 
5 90.75 80.25 

The suggested DNN classifier's classification outcome is explained in Figure 1. Based on testing and 
training data, DNN is able to choose the features. Figure 1 displays the various approval results for our 
model. It shows that general accuracy is 96.63%, sensitivity is 98.22%, specificity is 91.22%, and exactness 
is 90.45% in approval 4. Based on the results of the analysis, the algorithm is regarded as a suitable 
algorithm with the highest level of accuracy. Each classifier displays its own accuracy rate. 

 
Figure 1. ALO performance for Test Data 

4.4 Classification Results of the Proposed DNN and other Classifiers 
Figure 2 shows a comparison of the results from many classification scenarios, such as the DNN, k-

nearest Neighbors (KNN), Neural Network (NN), Backpropagation (BP), and Convolutional Neural 
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Network (CNN). The evaluation of each model's performance indicators, namely accuracy, sensitivity, 
specificity, and precision, is summarized below 

 
Figure 2. Comparison of performance Metrics for Classification Models 

From all the measurements, we found that the DNN classifier performed best overall, with the highest 
sensitivity and accuracy. Among all the models, the accuracy of DNN was the highest at 96.63%, which 
indicates that DNN performed very well in accurately classifying whether someone has diabetes or not. 
DNN is a very reliable model in medical diagnostics where it is very important not to miss any positive 
cases, as can be seen from its sensitivity (98.22%), which further highlights its excellent ability to accurately 
detect people with diabetes. 

In contrast, the CNN was the second-best classifier with an accuracy of 95.12%. It also performed 
admirably. With a sensitivity of 93.50%, CNN demonstrated its ability to accurately detect instances of 
diabetes. CNN's accuracy and specificity scores were 92.75% and 91.25%, respectively, showing that it 
could accurately categorize patients as either diabetic or non-diabetic. 

Even though the NN classifier's accuracy was somewhat worse than CNN and DNN's, 94.00% still 
indicates a solid model. With a sensitivity of 92.00% and accuracy of 91.00%, NN is less resilient than CNN 
and DNN in terms of minimizing false positives and identifying instances of diabetes, but it is still useful. 

The BP model achieved slightly better, with 92.75% accuracy, 91.00% sensitivity, and 89.50% 
specificity. The BP model did not perform as well as CNN and DNN, but it was significantly better at 
identifying actual negative cases (specificity). 

Finally, with an accuracy of 90.50%, the KNN classifier performed the worst out of all the models. Its 
89.75% sensitivity and 87.50% specificity suggest that it performs a bit poorly when it comes to correctly 
identifying individuals as either diabetic or non-diabetic. Nonetheless, its 88.00% accuracy indicates that it 
remains reasonably reliable when predicting a patient to get diabetes. 

To sum up, the DNN model performed better than the other classifiers in practically every statistic. 
Its remarkable capacity to reliably identify individuals with diabetes is demonstrated by its sensitivity of 
98.22% and accuracy of 96.63%. CNN had a somewhat worse performance, but it was still quite successful. 
All things considered, DNN is the most efficient classification model for diabetes prediction, especially in 
situations where minimizing false negatives and facilitating early detection are critical. 

 
5. Conclusion and Future Works 

In this paper, we presented a new paradigm for foreseeing diabetes by incorporating ALO and DNN, 
expressively refining the efficacy and forecast accuracy of the model. We efficiently reduced the 
dimensionality of the Pima Indian diabetes database by means of ALO feature selection and developed the 
performance of the DNN classifier. Equated with traditional ML methodologies, the model revealed 
durability and reliability with an accurateness of 97.50%. These outcomes reveal that deep learning and 
metaheuristic algorithms can be employed to handle complex medical prediction tasks. In addition to 
enhancing early detection of diabetes, the suggested technique may be used in various medical diagnostic 
applications. Future research may apply this technique to other medical datasets or introduce alternative 
methods. 
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