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Abstract: Text summarization involves creating a concise version of a text while preserving its 
essential details and core message. This technique allows for quick understanding of lengthy articles, 
documents, or books, saving time and enhancing comprehension. There are two primary 
approaches to summarization: extractive and abstractive. Extractive summarization involves 
selecting key sentences or phrases from the text, while abstractive summarization generates new 
sentences that convey the original meaning. In the context of Urdu news articles, summarization is 
particularly valuable, as it enables readers with limited time or attention to grasp the main points 
quickly. This study explores various methods for summarizing Urdu news articles, evaluating both 
extractive and abstractive approaches using various datasets. To evaluate the proposed model, we 
use ROUGE metric which shows the significant improvement and efficiency compared with existing 
models. The study also highlights challenges and future directions in this field, including the 
complexity of Urdu sentence structures, addressing biases in content of news, and incorporating the 
latest development natural language processing and deep learning. 
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 Introduction 

The fast development of digital content and its processing has created a significant need for efficient 
content summarization methods. The key aspect, text summarization of NLP, aims to condense lengthy 
texts while preserving essential information and main ideas [1]. While extensive research has been 
conducted on summarization techniques for languages like English, Chinese, and French, there has been 
limited focus on Urdu, despite it being the language with the sixth highest number of speakers and the 
Pakistan’s formally recognized language [2]. 

Urdu is widely used in government, education, and media, making the summarization of Urdu news 
articles particularly important. This is essential for Urdu speakers worldwide, enabling them to quickly 
and easily grasp the news [3]. 

News plays a vital role in keeping people informed about global events, major social issues, and 
developments across various sectors. However, with the overwhelming volume of news available online, 
individuals often struggle to stay updated [4]. The growing demand of technologies that can effectively 
con-dense news content while retaining key information. Text summarization addresses this challenge by 
extracting crucial details without altering the original meaning [5]. 

Summarizing Urdu news articles can have a positive impact across various domains, such as 
education, politics, and business. In education, text summarization can help students quickly comprehend 
complex news articles, keeping them informed about current events [1],[6]. In politics, summarizing news 
can enhance public awareness, promoting transparency and accountability in government. Businesses can 
al-so benefit, as text summarization enables scholars to in line with market trends. 
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Recent researches in Urdu news and it summarizing is a contemporary problem and it supports those 
people who speaks and understand Urdu language. The main objective of this research work is to define 
strategies and policies to summarize Urdu news and its related stories. The workflow for this research 
work is illustrated in Figure 1. 

 
Figure 1. Workflow of the research work 

 
 Literature Review  

In natural language processing the text summarization is a difficult job. In this regard, various 
techniques have been suggested to handle this issue. In recent years, there has been growing interest in 
summarizing Urdu news articles, driven by the widespread use of Urdu in Pakistan and other countries. 
This paper reviews key research efforts aimed at summarizing Urdu news. 

One of the pioneering works in this area was presented by Khan and Fraz [5], who proposed a rule-
based method for selecting important sentences from Urdu text to create summaries. Their approach 
involves identifying and extracting significant sentences from Urdu documents using linguistic rules. This 
method enhances the efficiency of summarization by simplifying the process of extracting and under-
standing information in Urdu. [6] Introduced a different approach which graph based and utilizes both 
semantic and lexical parameters for sentence similarity graph construction. The most important sentences 
are identified based on this graph, achieving a summarization ratio of 30%, outperforming previous 
methods. 

[7] Focused upon Urdu language text summarization extractive models. The authors evaluated 
various techniques, aiming to improve summarization for Urdu content. Their work offers insights into 
adapting summarization methods for specific languages, leading to more effective information. [8] 
Proposed the model based on DL for the summarization of Urdu news. To identify the relevant phrases in 
Urdu news they used CNN and RNN machine learning models. They evaluate their proposed models 
using a data set of more than hundred articles and achieved thirty percent summarization ratio. [9] 
Designed a model based on recurrent neural network hybrid to summarize Urdu newspapers and use 
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statistical techniques to evaluate the model. For the evaluate of model they used a data set of twenty five 
percent urdu language ar-ticles and shows a significant improvement. [10] designed a contemporary 
technique using unsupervised machine learning model and NLP. They attain thirty five percent ratio of 
summarization and achieve out-standing results as compared with other models. 

[11] Proposed a new technique which based on neural networks for Urdu news summarization. To 
identify key terminologies in Urdu language they used domain specific linguistic method. They achieved 
a significant improvement in results compared with other models. [12] Designed a significantly different 
technique for Urdu language news summarization using CNN and evolutionary efficient algorithms. The 
result shows the tremendous improvement in results considering ROUGE scores and other statistical 
evaluation methods.  

[13] Proposed a novel technique which is based on graph theory for summarizing Urdu news. Their 
method utilizes both lexical and semantic features to identify important sentences and shows the 
significant good results compare with other algorithms. [14], a prominent figure in text summarization 
research specializing in Human Language Technologies (HLT), offers a comprehensive literature review 
that ex-amines advancements in text summarization. The review provides a thorough analysis of the 
technological developments and algorithms used in creating summarization systems, with a focus on HLT. 

[15] Introduced a novel approach to extract meaningful information in Urdu language for 
summarization. The algorithm used in this research work shows the significant improved results 
compared with other techniques. This algorithm guarantees the conservation of sentence structure whereas 
minimize the test length. The main objective of this research work is to maximize the accuracy of 
summarization of Urdu language. 

[16] Conducted an in-depth investigation into automatic text summarization, considering machine 
learning models. This research work highlights the development is techniques of summarization for 
different languages focusing on the integration of machine learning and Long Short-Term Memory (LSTM) 
networks [17]. The article provides an overview of recent advancements in both extractive and abstractive 
summarization techniques, highlighting the role of LSTM networks in improving summarization 
effectiveness. The literature review offers valuable insights into the field, guiding future research.  

[18] Presents a unique approach to extractive summarization using topic modelling techniques. The 
study explores the strategic implementation of topic-specific modelling, which group’s text based on 
subject matter to aid in summarization. This method results in precise and clear extractive summaries, 
demonstrating the integration of topic modelling into the summarization process. Mancha [19] investigates 
artificial text summarization, emphasizing the extraction of information from large volumes of written 
content on the internet. The research utilizes advanced Natural Language Processing (NLP) techniques 
and deep learning methods to evaluate the different models. 

 
 Experimental work and its Evaluations 

The problem setting of this research work is summarized in the following steps 
3.1. Pre-processing and Data Collection 

To improve the summarization output, preprocessing of the collected data involves removing stop 
words, stemming, and normalizing the text. The preprocessing steps include: 
1. Normalization: This involves standardizing the text by correcting spelling, simplifying complex 

structures, and ensuring uniformity throughout the text. 
2. Removing Punctuation: This step entails eliminating punctuation marks such as commas, periods, 

and question marks from the Urdu text. 
3. Removing Accents: In Urdu, accents such as 'zabar,' 'zair,' and 'pesh' indicate consonant 

pronunciation. Removing these accents enhances text clarity. 
4. Replacing URLs: Web addresses are replaced with placeholders like "URL" or symbols such as "link" 

to simplify the text. 
5. Replacing Numbers: Numerical digits are substituted with corresponding words or symbols 

representing numbers in the text. 
6. Replacing Currency and Symbols: Currency symbols (e.g., "$" for dollars or "₨" for Pakistani rupees) 

are replaced with words or blanks in the text. 
7. Removing English Words: English words or sentences are identified and appropriately modified or 

removed from the Urdu text. 
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8. Normalizing White Spaces: This step ensures consistent use of tabs, spaces, and line breaks by 
removing excess spacing and consolidating multiple spaces into one. 

9. Text Tokenization: The text is split into individual words or tokens for further analysis. 
10. Lemmatization/Stemming: Words are either reduced to their base form (lemmatization) or truncated 

to their root form (stemming) for better analysis. 
3.2. Data Collection 

A large dataset of Urdu news articles is compiled from various publications and online sources, 
covering a range of genres and topics, including politics, entertainment, and sports. The dataset consists of 
10,000 articles categorized into four main groups: Business and Economics (3,500 articles), Entertainment 
(1,500 articles), Science and Technology (2,700 articles), and Sports (2,300 articles). The dataset's structure 
is visualized to provide a clear overview of the categories. The Pre-Processing steps are below in the figure.  

Figure 2. Pre-processing steps 

Figure 3. Collected dataset 
 Sentence Extraction 

Sentence extraction (SE) involves selecting the most critical sentences from a longer text, such as an 
essay or report. This approach effectively reduces the content while preserving key information, allowing 
researchers to quickly identify the relevant details without reading the entire document [20]. To extract the 
most important phrases from the pre-processed text and capture the core ideas, various methods can be 
employed. These include machine learning models, graph-based algorithms, and term frequency-inverse 
document frequency (TF-IDF) techniques [21]. 

SE is particularly beneficial for Urdu language learning for several reasons. It enables the 
condensation of lengthy texts, allowing readers to grasp the main ideas quickly without investing 
significant time in reading the full content. Additionally, it simplifies the evaluation of different types of 
articles, helping experts efficiently locate specific information within large datasets [22]. This method relies 
on language-aware algorithms and automated tools to identify sentences with the most crucial 
information. Several methodologies are applied, including contextual evaluation, keyword analysis, and 
trend identification. By refining the extraction process, these techniques ensure that the selected terms align 
with the research objectives [23]. 

 
 
 



Journal of Computing & Biomedical Informatics                                           Volume 08  Issue 01                                                                                         

ID : 643-0801/2024  

 Sentence Ranking 
Sentence placement involves systematically analyzing and organizing sentences within a text based 

on their significance and relevance to the study's objectives. The goal is to arrange sentences in a logical 
sequence that reflects their importance [24]. This technique is useful for reducing and evaluating 
information, allowing us to quickly identify key phrases in a lengthy text. To assess the effectiveness of the 
selected sentences, factors such as sentence length and position within the text are considered. Techniques 
like Text Rank, centroid-based summarization, and other clustering algorithms are employed for this 
purpose [25]. Sentence ranking has various applications in Urdu language studies. By prioritizing essential 
terms, researchers can extract critical information from a document, making the reading process more 
efficient. Sentence evaluation algorithms help identify the most important lines. 

To enable the creation of brief summaries of Urdu papers automated sentence ranking is useful for 
the summarization of content [26]. Additionally, it plays a crucial role in developing search engines and 
text analysis tools that allow users to quickly access vital information. By prioritizing and categorizing 
terms, developers and experts working with Urdu can enhance the clarity and accessibility of their content 
[27]. 

 
 Generation of Summary 

To make summaries meaningful from long Urdu articles summary generation is a useful tool [28]. 
The process involves selecting the most relevant sentences or phrases based on specific summarization 
criteria or a predetermined length. The resulting summary should be brief, easy to understand, and 
accurately convey the main ideas of the original text [29]. Summarization is an effective tool for managing 
and interpreting vast amounts of information in Urdu language studies [30]. It leverages natural language 
processing techniques to analyze the text, identify key sentences, and organize them logically. This ensures 
that the summary captures the essence of the full text while remaining coherent and faithful to the original 
content. 

In essence, generating summaries for Urdu language content facilitates academic work, information 
sharing, and reading comprehension. It simplifies complex Urdu texts into more accessible formats, 
enhancing transfer of knowledge and allowing the broader public to take advantage from the detail under-
standing of research. 

 
 Selection of Features  

The selected features from the previous step are used to train the models. The data is divided into 
training and testing sets, with 70% allocated for training and 30% reserved for testing. This is accomplished 
using the "sklearn.model_selection.train_test_split" package from scikit-learn, which randomly splits the data 
into two groups: "train" and "test." [31] The training set, comprising 70% of the data, is used to build the 
models, while the remaining 30% is utilized to evaluate their performance. To ensure a balanced 
distribution of accurate and fake articles, the data is shuffled during the splitting process. 
 

 Research Model to Establish Abstractive Summary 
The research model in this research work are twofold: the encoder and the decoder. The encoder 

processes the input sequence and transforms it into a fixed-length context vector, which encapsulates the 
essential information of the input [32]. The decoder then uses this context vector to generate the output 
sequence. Both the encoder and decoder incorporate an embedding layer, which converts raw tokens into 
meaningful representations. Long Short-Term Memory (LSTM) layers are used in both the encoder and de-
coder, effectively managing sequential data by capturing the relationships between input and output pat-
terns. The LSTM layer generates a sequence of output lines for the decoder, which are then passed through 
a dense layer with SoftMax activation [33]. This layer produces a probability distribution over the 
vocabulary, allowing the model to generate sequences of varying lengths. This architecture is particularly 
well-suited for tasks such as language translation and text generation. 
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 Extractive Summary Generation Model 
To categorize and extract the important Urdu phrases and sentences to create summary of the text, 

the model of extractive summarization uses different techniques based on machine learning and NLP. Most 
commonly used approaches and techniques are SVM and TF-IDF which plays an important role to achieve 
the research objectives [34]. 

In this process, sentences are assigned scores based on their TF-IDF values, with higher scores 
indicating greater importance. The algorithm then ranks the sentences and selects the top N phrases based 
on their prediction scores, which are subsequently used to generate the extracted summary. 

 
 Algorithm Used 

The following learning algorithms are discussed: 
a. Confusion Matrix 

To compare the properly identified outcomes with improperly identified outcomes we use confusion 
matrix. The result show in table 3. 

Table 3. Confusion Matrix 
 Predicated True Predicated False 

Actual true True Positive (TP) False Negative (FN) 

Actual false False Positive (FP) True Negative (TN) 

b. Results Accuracy  
The Table 3 provides a basic view, a more comprehensive measure of classifier performance is needed. 

Accuracy is one such metric, calculated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃	 + 	𝑇𝑁

𝑇𝑃	 + 	𝑇𝑁	 + 	𝐹𝑃	 + 	𝐹𝑁
 

c. Recall (Sensitivity) 
Recall evaluates the method’s ability to identify true positives among all actual positives, computed 

by: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃	 + 	𝐹𝑁
 

d. Precision 
Precision measures the proportion of true positives among all instances predicted as positive. It is calculated 

using: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃	 + 	𝐹𝑃
 

e. F-1 Score 
The F1 Score is a metric that combines precision and recall into a single measure to evaluate the 

overall performance of a summarization method. It is given by: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	𝑥	𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	 + 	𝑅𝑒𝑐𝑎𝑙𝑙
 

f. ROUGE Score 
ROUGE (Recall-Oriented Understudy for Gisting Evaluation) scores assess the quality of automatic 

summaries by comparing them to reference summaries created by humans. These scores include precision, 
recall, and F1 measures for various n-grams and word overlaps. 

 
11. Abstractive Summary 

Our abstractive summarization model was evaluated using the ROUGE metric to analyze its 
performance. ROUGE is a widely recognized method for assessing the quality of summaries by comparing 
them with reference summaries [35]. The model we developed is based on a sequence-to-sequence 
architecture that employs transformers to create both an encoder and a decoder. To enhance the quality of 
the summaries, we implemented a beam search technique. 
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The evaluation results of our proposed model were promising. It achieved ROUGE scores with an 
average F1 score of 0.44 for ROUGE-1, 0.26 for ROUGE-2, and 0.24 for ROUGE-L. These results highlight 
the effectiveness of our model in natural language processing and summarization tasks, showing its ability 
to generate accurate and relevant summaries from a variety of input texts. 

Table 4. Abstractive model and evaluation metric 
 

Model Type Evaluation Metric Average F1 Score Accuracy 

Abstractive Model 
(Transformer) 

ROUGE-1 0.44 - 

ROUGE-2 0.26 - 

ROUGE-L 0.24 - 

 
12. Extractive Summary 

Our extractive summarization model employs the Support Vector Machine (SVM) technique to 
identify key sentences for summarization. SVM is well-suited for binary classification problems, and we 
have tailored this approach by treating each sentence as a data point to decide its inclusion in the summary. 

The evaluation of the model demonstrated promising results, with an F1 score of approximately 0.75 
and an accuracy rate of around 86%. This SVM-based extractive summarization algorithm effectively 
identified and selected relevant sentences, resulting in concise and informative summaries across various 
texts. 

Table 5. Extractive model and evaluation metric 
Model Type Evaluation Metric Average F1 Score Accuracy 

Extractive 
model (SVM) 

F1 Score 0.75 0.86 

Accuracy - 0.86 

 
13. Abstractive and Extractive Summary 

The results indicate that both the abstractive and extractive summarization methods are effective. 
The performance of the abstractive model is assessed using the ROUGE evaluation metric, while the 
effectiveness of the extractive model is measured by its F1 score and accuracy. 

The abstractive model, despite its complexity, achieved a high ROUGE score, demonstrating its 
ability to produce valuable summaries. Similarly, the extractive model showed high F1 scores and accuracy, 
reflecting its capability to identify and select important sentences for concise summarization. 

Table 6. Abstractive and extractive model and evaluation metric 

Model Type Evaluation Metric Average F1 Score Accuracy 

Abstractive Model 
(Transformer) 

ROUGE-1 0.44 - 

ROUGE-2 0.26 - 

ROUGE-L 0.24 - 

F1 Score 0.75 0.86 
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14. Conclusion and Future Directions  
This study explores the benefits of text summarization techniques applied to lengthy Urdu news 

articles, focusing on both extractive and abstractive methods. Given the complexities of the Urdu language, 
including its intricate word meanings and morphological challenges, the study underscores the importance 
of adapting summarization strategies to address these difficulties. It highlights how these techniques 
improve sentence structure and semantic understanding through advanced technologies such as deep 
learning and natural language generation. The findings provide valuable insights into the effectiveness of 
summary models. The abstractive summarization model achieved a ROUGE score of 0.44, while the 
extractive model performed better with an F1 score and precision rate of 0.86. The research underscores 
the value of summarization in enhancing the accessibility and engagement of Urdu speakers with news 
content. It also identifies potential areas for further investigation, including the impact of bias on news 
reporting and advancements in summarization technology. 

Future research should explore integrating visual elements into Urdu text summarization. This 
approach could enhance the completeness and in formativeness of summaries by incorporating visual data 
alongside textual information. Investigating the interplay between written and visual content may lead to 
more effective summarization methods that capture the full context provided by images and videos. 
Understanding the role of visual features in summarization could lead to the development of more 
advanced and efficient models, tailored to the unique aspects of the Urdu language. This aligns with the 
evolving field of natural language processing and information retrieval, offering new opportunities to 
improve and enrich Urdu text summarization in a multimedia-driven environment. 

  

Extractive model 
(SVM) 

Accuracy - 0.86 
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