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_______________________________________________________________________________________________________ 
Abstract: In this study, we have developed an advanced semi-supervised learning model 
specifically designed to identify four distinct types of attacks in Wireless Sensor Networks (WSNs): 
Denial of Service (DoS), Probe, Remote to Local (R2L), and User to Root (U2R). Our model leverages 
the combined advantages of supervised and unsupervised learning approaches, employing a 
Support Vector Machine (SVM) for the supervised aspect and Density-Based Spatial Clustering of 
Applications with Noise (DBSCAN) for the unsupervised component. We rigorously tested and 
validated our model using the NSL-KDD dataset, which highlighted its strong performance metrics, 
including accuracy and F1-score. Additionally, our research investigated the sensitivity of DBSCAN 
parameters and their effects on model accuracy, underscoring the importance of precise parameter 
tuning to achieve optimal results. A notable advantage of our semi-supervised approach is its 
capacity to manage large amounts of unlabeled data effectively, a challenge that purely supervised 
or unsupervised methods often face independently. By efficiently utilizing labeled data and 
integrating clustering techniques, our model shows improved accuracy and effectiveness in 
detecting intrusions within WSNs. Overall, this research advances the field of intrusion detection in 
WSNs by introducing a practical and effective semi-supervised learning framework. This 
framework enhances detection performance across various attack types and provides valuable 
insights into optimizing model performance through parameter sensitivity analysis and strategic 
dataset use. 
 
Keywords: Intrusion Detection System; Supervised Learning; User to Root; Wireless Sensor 
Networks;  Dataset. 

____________________________________________________________________________________________________ 
1. Introduction 

In this work, we study the deployment and operation of wireless sensor networks (WSNs), which 
consist of many sensor nodes distributed over an area to collect and monitor data from multiple 
locations. Each sensor node has a microprocessor and communicates through a central system connected 
to the Internet. 

Wireless sensor networks  have extended widespread focusing due to their presentations in many 
fields, such as environmental monitoring, military, and healthcare. Despite increasing adoption, security 
remains a major concern due to limited resources that hinder the use of traditional security measures such 
as encryption and authentication. WSNs are vulnerable to a variety of security threats, including node 
compromise, malicious attacks, denial of service  attacks, and other threats. Here’s how: Detect and 
mitigate these threats. Two main groupings of IDS are false IDS (MIDS), which identify attack patterns 
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based on similar patterns, and anomalous IDS (AIDS), which detect deviations from normal behavior. 
While MIDS cannot detect new types of attacks, AIDS generally has a lower index. 

Figure 1. Components of WSN 
 

 

Figure 2. Supervised learning 

 
 Figure 3. Unsupervised learning  

To address these security issues, innumerable machine learning techniques (especially supervised 
learning, unsupervised learning, and semi-supervised learning) are being studied to improve detection 
systems (IDS) in WSNs. Supervised learning uses local data to train models to make predictions about new 
ideas. In contrast, unsupervised learning analyzes unlabeled data to reveal underlying patterns without 
making any prior decisions. Semi-supervised learning provides an unbiased model using both labeled and 
unlabeled data, which makes it especially useful in situations where a large amount of labeled data is not 
available. Ability to solve complex problems. Techniques such as joint analysis, such as support vector 
machine, decision tree, DBSCAN and K-Means are quite important in developing WSN intrusion detection 
model. They can provide the following benefits: They are expected to improve the security and reliability 
of wireless sensor networks, paving  mode for their continuous deployment and widespread use. 
 
2. Materials and Methods 

This research is designed to develop a semi-supervised learning-based intrusion detection system  
precisely intended for WSN. Core goal is to improve the detection accuracy while reducing body wear and 
saving energy. The main objectives include: 
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2.1. Data collection and prioritization: 
 Usage NSL-KDD dataset for training and validation of IDS to ensure its reliability and performance 

in practical applications. Test different ways to extract and select important data for intrusion detection, 
thereby improving the ability to detect malicious activities. Use IDS with unsupervised learning for 
unlabeled object matching and supervised learning for model training. This approach aims to strike a 
balance between accuracy and scalability. 

 

  

 Figure 4. Architecture of WSN 

 
Figure 5. General Classification    

2.2. Performance Evaluation  
 Appraise performance of IDS with respect to detection accuracy, precision, recall, and F1 score to 

verify its effectiveness in mitigating WSN traffic security threats. Significance of the Research - Monitoring 
efforts in IDS development overcome the limitations associated with monitoring only or no monitoring. 
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The model aims to improve the possibility of detecting intrusions without the resources to utilize full data 
collection, using recorded and unrecorded data. Play an important role in improving technological 
capabilities in multiple domains: 

 

 
Figure 6. Security Attacks on WSN  

2.3. Unsupervised Learning:  
 Analyze anonymous data to discover hidden patterns like customer behavior based on aggregated 

data. >-  Semi-supervised study:  Combine labeled and unlabeled data to come up with a more efficient 
model, especially in cases where data collection is limited or expensive to obtain. ) consists of a network of 
interconnected sensor nodes designed to collect data remotely: 
2.4. Sensor Node:  

Consists of various components like sensors, processors and Transceivers, usually powered by 
batteries or energy harvesting technology. 

 
Figure 7. Dataset Instances 

  

 

Table 1. Attribuites of Dataset 
Attribute No. Attribute Name Narrative Sample 
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1 Duration Period span for the link 0 

2 Protocol_type Protocol that was 
employed in the 

connection construction 

Tcp 

3 Service Use of final location 
networking service 

ftp_data 

4 Flag Connection’s 
qualitygood or faulty 

SF 

5 Src_bytes Number of data 

reassigned from origin 

to recipient in just one 
linking 

491 

6 Dst_bytes Number of data 

transferred from origin 

to recipient in just one 
connection 

0 

7 Land If origin and recipient 

Internet Protocol(IP) 

addresses and number 

of ports are same, then 

this parameter has 

value of 1 else it possess 
are value of 0 

0 

8 Wrong_fragment Overall extents of 

improper segments in 

this link 

0 

9 Urgent Quantity of crucial 

packets in this link 

imperative packets are 

those that have vital 

bit set 

0 

10 Hot There are several “hot” 

indications in data such 

as reaching system 

directory , producing 
programs and executing 

programs 

0 
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11 Num_failed_logins The number of 

unsuccessful attempts 

to login 

0 

12 Logged_in Login situation: 1 if 

logged in 

successfully;0 else 

0 

13 Num_compromised Numerous 

“compromised” 
scenarios 

0 

14 Root_shell If root shell is achieved 1 

is returned otherwise 

0 is returned 

0 

15 Su_attempted If “su root “ function 

attempts to be executed 

or employed 1 is 

returned otherwise 0 is 

returned 

0 

16 Num_root Count of “root” visits or 
activities conducted in 

the link as root 

0 

17 Num_file_creations Entire number of file 

generation 

processes carried out 
through the linking 

0 

18 Num_shells Count of shell prompts 0 

19 Num_access_files Numeral of activities 
performed on admittance 

resistor files 

0 

20 Num_outbound_cmds The total number of 
outbound commands in 

single ftp Session 

0 

21 Is_hot_login 1 if login is on ‘hot’ list of 
items i.e. root or admin ; 

otherwise 0 

0 
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22 Is_guest_login If login is “guest” login 1 

is returned otherwise 

0 is returned 

0 

23 Count In last two seconds total 
number of 

connections to exactly 
same destination host as 

present connection 

2 

24 Srv_count In preceding two 

seconds, total number of 

connections to 
accurately 

alike amenity port as 
current connection 

2 

25 Serror_rate Fraction of associates in 

count(23) that have 

triggered the flag 

(4) ,s0 ,s1, s2 or s3 out of 
all connections 

0 

26 Srv_serror_rate Fraction of associates in 

srv_count(24) that 

have triggered the flag 

(4) ,s0 ,s1, s2 or s3 out of 
wholly influences 

0 

27 Rerror_rate Fraction of associates 

with 

flag(4)REJ that have 

been activated among 

the connections 

aggregated in count(23) 

0 

28 Srv_rerror_rate Fraction of associates 

with 

flag(4)REJ that have 

been activated among the 
connections aggregated 

in srv_count(24) 

0 
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29 Same_srv_rate Fraction of associates to 

identical same service 

among all connections 
collected in count (23) 

1 

30 Diff_srv_rate Proportions of associates 

to 

unlike service 

amongst  connections 
together in count (23) 

0 

31 Srv_diff_host_rate The proportion of 
connection collected in 
srv_count(24) that were 
to various destination 

machines 

0 

32 Dst_host_count Number of connections 

that have equivalent 

terminus host  IP address 

150 

33 Dst_host_srv_count Number of connections 
consuming the alike port 

number 

25 

34 Dst_host_same_srv_rate Number of connections 

to 

alike service that were 
serene in 

dst_host_count(32) 

25 

35 Dst_host_diff_srv_rate Number of connections 

to 

different service that 
were collected in 

dst_host_count(32) 

0.03 

36 Dst_host_same_src_port_rate Proportion of 

connections to 

unchanged 

origin port that were 

assembled in 

dst_host_srv_count(33) 

0.17 



Journal of Computing & Biomedical Informatics                                                                                          Volume 08  Issue 01                                                                                         

ID : 683-0801/2024   

37 Dst_host_srv_diff_host_rate The proportion of 

connections to 

different origin port 

that were gathered in 
dst_host_srv_count(33 

0 

38 Dst_host_serror_rate The fraction of 

connections in 

dst_host_count(32) 

that have the flag (4) s0, 
s1, s2, s3 enabled 

0 

39 Dst_host_srv_serror_rate Fraction of associates 

amongst 

associates aggregated in 

dst_host_srv_count(33) 
that have triggered 

flag(4) s0, s1, s2 or s3 

0 

40 Dst_host_rerror_rate Fraction of associates  

with 

flag(4)REJ that have 

been initiated among the 

associates 

aggregated in 
dst_host_count(32) 

0.05 

41 Dst_host_srv_rerror_rate Fraction of associates  

with 

flag(4)REJ that have 

been triggered among 

the connections 

aggregated in 
dst_host_count(33) 

0 

This study demonstrates how semi-supervised learning can improve IDS capabilities in wireless 
sensor networks, thus helping to improve network security and reliability for applications such as 
perimeter protection, travel, and military. In terms of efficiency and effectiveness of access search, it is in 
line with the current development of machine learning and wireless sensor network technology. 
Conclusion In our study, we conducted a comprehensive evaluation of the performance indicators 
(accuracy, F1 score, recall, and precision) of SSDBSCAN link monitoring (SVM) and unsupervised 
(DBSCAN) procedures. We vary the MinPts and epsilon parameters of DBSCAN to evaluate their effects 
on network IDS. This paper covers four attack types, including DoS, detection, R2L (remote-to-local), and 
U2R (user-to-root) distribution and attacks, with a total of 22,638 patients and 29 characteristics. We 
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constructed an overlapping system containing DoS attack clusters after SVM training, clustering, and 
analysis using SSDBSCAN. 

 
 Figure 8. Graph of Confusion Matrix  

We experimented with varying MinPts (3, 5, 8, 10) and epsilon (0.2, 0.5, 0.8, 1) values in DBSCAN, 
resulting in the following performance metrics: 

- Comparison of Accuracy with different Eps and MinPts for DoS Dataset: 
Similarly, we analyzed the Probe dataset from NSL-KDD, which contains 15,738 instances with the 

same 29 attributes. 
2.5. Confusion Matrix for Probe Dataset: 

We evaluated performance metrics for different MinPts and epsilon values. 
2.6. Comparison of accuracy of different probe data Eps and MinPts 

These tests show the sensitivity of SSDBSCAN performance to measurement parameters. The 
agreement between minPts and epsilon values can affect the accuracy and precision of detection, which 
indicates that the access parameter for accessing wireless sensor networks should be carefully selected. 

 
 

 

 
 
 
 
 
 
 

Figure 9. Comparison Graph 
 

 
Figure 10. R2L Dataset Attributes 
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Table 2. Determining Eps and MinPts in DBSCAN 

  
 
3. Discussion 

That’s right! This is a better way to write and view content together. Here are examples of tools used: 
3.1. Support Vector Machines (SVM) 

SVM is an advanced machine learning technique used to classify tasks and can work on both linear 
and non-linear features. Famous. It works by creating a hyperplane that separates different clusters in a 
given space. SVM works well with numerical and categorical data. W \cdot x_i + b \geq +1 \) has the form: 
\ (y_i = +1 \)- \( w \cdot x_i + b \leq -1 \) = \( y_i = -1 \ ) > 

Combining these constraints we obtain the following condition: 
\ [y_i (w \cdot x_i + b) - 1 \geq 0, \forall i \] 

Map* * < br > an object map provides a list of categories. In clustering algorithms, clustering datasets are 
used to create clusters based on other features. The SVM learning model then determines the appropriate 
text for this group. Cluster analysis algorithm based on object density. It has two values: 
Eps: Defines the maximum radius of the surrounding area. The key points are close to major sites but do 
not meet the MinPts requirements. Noise is not suitable for certain groups. It then creates clusters by 
connecting key points in Eps and assigns cluster symbols to the closest points. The algorithm handles noise 
well and handles different groups and sizes well without any prior sharing. We monitor the performance 
of the model using the following metrics: 
Confusion Matrix: “Clues are Positive (TP), Negative (TN), Factor Negative (FP) and Computed Factor 
Negative (FN)). The formula is as follows: 

\ [ \text{Recall} = \frac{TP}{TP + FN} \]” 
Precision: “Shows the success of each prediction rig. Nice the important thing is that price and output are 
equal to these two parameters. The formula is as follows: 

\ [ \text{F-Score} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} 
\]” 
Accuracy: Measurement of the accuracy of the model. The formula is as follows: 

“\ [ \text{Accuracy} = \frac{TP + TN} {TP + TN + FP + FN} \]” 
 

4. Conclusion 
This parameter is also for the operation of the test rig. Large-scale operational models, including semi-

supervised models such as SSDBSCAN, are important for finding access to operational systems and 
evaluating their consequences. The model combines supervised (Support Vector Machine, SVM) and 
unsupervised methods (DBSCAN) to detect four types of attacks (DoS, Probe, R2L, U2R). We use the NSL-
KDD dataset to validate our method and achieve good results in terms of accuracy and F1 score. By 
changing the parameters in DBSCAN, we observed changes in accuracy, indicating the sensitivity of the 
model to changes. The balance between clean and dirty. Going forward, it is also possible to perform multi-
classification using vector machines (SVMs) instead of binary classification to use a profile that includes 
all four attack types. Additionally, exploring other unsupervised search methods beyond DBSCAN may 
provide insights into improving the accuracy of access searches and other performance metrics. It forms 
the basis for future research to improve mesh network search efficiency, accuracy, and security capabilities. 

  

MinPts  Epsilon  F1-score  Recall  Accuracy  Precision  

3  0.2  0.09132  0.04784  0.98542  1.0  

5  0.5  0.09132  0.04784  0.98542  1.0  

8  0.8  0.09009  0.04784  0.98521  0.7692  

10  1  0.0896  0.04784  0.98513  0.71428  
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