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______________________________________________________________________________________________________ 

Abstract: Predicting rainfall is obviously a challenging task due to the multitude of factors and 

elements that impact climate conditions. Accurate rainfall forecasts are extremely important, 

especially for the agriculture industry, which depends heavily on timely and adequate rainfall for 

crop growth and result. The need for precise rainfall forecasts is further highlighted by the economic 

contribution that agriculture makes. Around the world, a variety of techniques have been employed 

to forecast rainfall patterns. This paper presents a comparative analysis of various rainfall prediction 

models, including statistical, machine learning on time series data and statistical approaches. We 

evaluate the performance of ARIMA, Random Forest, Linear Regression, Gradient Boosting and 

SVM models on diverse datasets from different geographical regions and climatic conditions. This 

study evaluates rainfall prediction using both machine learning and statistical model on distinct 

datasets from Bangladesh and Pakistan. The ARIMA (3, 2, and 1) model is applied to both datasets, 

demonstrating consistent performance on the Pakistan dataset with minimal differences between 

in-sample and out-of-sample results, indicating reliable forecasting ability. In contrast, the 

Bangladesh dataset shows a noticeable drop in performance from in-sample to out-of-sample, 

suggesting potential over fitting. Additionally, machine learning models such as Gradient Boosting 

(GB), Random Forest (RF), Support Vector Regressor (SVR), and Linear Regression (LR) are utilized. 

For the Bangladesh dataset, Gradient Boosting outperformed others with the lowest error values 

(MSE: 6435.975, RMSE: 80.225, MAE: 51.064) and the highest R² score (0.842). On the Pakistan 

dataset, Linear Regression produced the best results with the lowest MSE (270.138), RMSE (16.436), 

and MAE (11.572).Our findings highlight the strengths and limitations of each model, offering 

insights into their applicability for accurate rainfall forecasting.  

 

Keywords: Rainfall; ARIMA; LR; GB; RF; SVR. 

 

1. Introduction 

Rainfall prediction is important for agricultural purposes, irrigation, and in preparation for disasters. 

There are several approaches that have been put forward given to improvement in computational 

techniques for modeling Rainfall. The objective of this study is to evaluate performance of at least three 

prediction models for different datasets. Rainfall prediction is a very significant factor in the management 

of the environment and the economy. Far reaching are the implications of precise rainfall predictions into 

different areas such as agriculture, disaster preparedness to mention but a few. Rainfall forecast accuracy 

[1] is therefore of paramount importance for countries such as India whose national revenue is mainly 

drawn from agriculture. The climate is volatile and hence, Statistical methods are not accurate in predicting 

rainfall. For the rainfall prediction tasks, the supervised machine learning methods, namely decision tree, 

Naïve Bayes, K-Nearest Neighbors, and Support Vector Machines are accurate [10]. It is important to 

predict the rainfall in the various ecological regions especially in countries such as Ghana where the climate 
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is unreliable [3]. Since the climatic conditions differ over the different ecological regions, different machine 

learning classification techniques can be employed to forecast rainfall over these zones. Models using 

LSTM, Stacked LSTM and bidirectional LSTM Networks, XGBOOST and an ensemble of GBR, LSVR, and 

Ex-targeted trees were compared in the analysis of time-series data for the purpose of forecasting the 

volume of rainfall in one hour. . The major purpose of this study [5] is as follows: To investigate and assess 

the performance of the available machine learning techniques for modeling rainfall. . This study [11] used 

the meteorological and daily precipitation data of a forty-year period between 1980 and 2018 of the 

contiguous United States, and a model of three-dimensional convolutional neural network was also 

established. The objective of this research [16] is to design the rain prediction model using Machine 

Learning. This model extracted based on the dataset contains 2,391 records that data has collected from the 

website Bangladesh Jatiyo Tottho Batayon.  

1.1. Importance of Rainfall Prediction 

 Specifically, the use of precise rainfall forecasts can help farmers [27] with the overall planning of 

planting, water supply, and other aspects so as to diminish certain crop production losses due to the 

unfavorable climate conditions. Thus, predicting droughts and floods is important in reducing risks, 

choosing crops, and using water-saving technologies among farmers. Precipitation forecasts also assists in 

the rational use of water by offering information on levels of reservoirs storage, groundwater, flood, and 

infrastructure. It leads to increased crop production, food security, and improved flood management 

practices which in turn increases community security and sustainable farming practices. Rainfall is an 

essential hydro climatic variable and is the only component of the hydrological cycle which has been 

potentially tapped and controlled to provide the desired quantity of rainfall for consumption. To establish 

the most valuable natural resource, which has a great impact on social and economic development, water 

should be awarded this honorable title. Fresh water supply is in most cases under pressure or there is a 

problem of balance between supply and demand in several parts of the world. This is because demand has 

increased, there is scarcity of water, or because water has been poorly utilized. Even so, the management 

of water and water planning is the only available strategy for lessening water stress or for closing the 

supply demand divide. Many efforts have been made across the globe to not only forecast the rainfall but 

also to identify that how the rainfall affects runoff in order to change the water availability so that water is 

available whenever required [18]. 

1.2. Traditional rainfall forecasting approaches 

 Previously, there has been a major focus on statistical methods and models for rainfall forecasting and 

less emphasis on other aspects such as the history of rainfall. Common approaches include. Empirical 

Models work off recorded rainfall data, and then extrapolates the development of patterns in this data to 

forecast future rates of rainfall. Techniques such as linear regression and time series analysis are often used. 

The NWP models have differential equations that provide computations of the atmospheric state and 

forecast weather conditions. Some prerequisites to the run include reasonable demands for computing 

resources and rather detailed preliminary weather conditions. Artificial Neural Networks (ANN). These 

types of networks are now called ANN’s due to their rather marvelous characteristic of modelling non-

linear phenomena. They work on large sets of data and are able to find intricate structures in the weather, 

which makes them ideal for use in rainfall prediction. Climatological Methods use historical rainfall data 

that has been accumulated over long periods of time to forecast rainfall. While they are easy to use, the 

results are sometimes inaccurate, because the averages do not consider short-term fluctuations These 

traditional methods though efficient to a certain degree are likely to exhibit one or the other of the following 

draws back; a large computational exercise, quite dependence on past records, and inability to incorporate 

with rapid and sudden change of weather. For this reason, with the aim of enhancing the precipitation 

forecasting accuracy and reliability, new approaches to machine learning, specifically the support vector 

machine (SVM) regression are under consideration[19,20,21,22]. 

1.3. Objectives 

-To evaluate the performance of Statistical model ARIMA, and Machine learning model Random 

Forest, linear regression ,Gradient boosting and SVM models in predicting rainfall. 

-In order to compare model accuracy, computational efficiency, and its stability with different datasets 
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-To provide recommendations according to comparative performance for the situation where you need 

to switch between forecasting scenarios. 

The paper includes the following sections: study area, issues related to rainfall forecasting, a literature 

review And analysis of existing data on rainfall forecasts, a comparison of various literature sources that 

utilize rainfall data or weather forecasts, a proposed approach, dataset description and comparison, details 

of the algorithms Used, a comparative analysis of results, evaluation criteria, and a conclusion.  

 

2. Literature Review  

Random Forest models, which belong to the family of ensemble learning, are known to perform well 

when dealing with high dimensionality and can identify non-linear associations as well. However, it can 

be less accurate in terms of temporal changes compared to time-series models. In this study [1] There have 

is large emphasis on accurate forecasting of rainfall as nations such as India which relies heavily on 

agriculture will benefit significantly from an accurate rainfall forecast. Owing to the uniqueness and 

constantly changing nature of weather conditions Statistical models present low accuracy for rainfall 

prediction. For the reasons of nonlinearity of rainfall data Artificial Neural Network is a better technique. 

State of the art and comparison of the various methods and algorithms used by the other researchers. This 

research is based on the development of [2] a new real-time rainfall prediction model for smart cities 

through the usage of a specifically developed machine learning fusion. The proposed framework employs 

four of the most adopted supervised ML algorithms, namely decision tree, Naïve Bayes, K-Nearest 

Neighbors, and Support Vector Machine. To provide better rainfall prediction, the concept of fuzzy logic 

is also included in the scheme to combine the forecast efficiency of the machine learning algorithms, termed 

as the fusion. The work in [3] therefore complements the application of different classification models for 

rainfall prediction across the diverse ecological regions in Ghana. This study [4] compared rainfall 

estimates using reduced complexity rainfall estimation models derived from teaching-learning-based 

ordinary Machine Learning algorithms and Deep Learning architectures appropriate for the downstream 

applications explored in this paper. Evaluation of LSTM, Stacked LSTM, Bidirectional LSTM Networks, 

XG Boosting, GBR + LSVR + Extra-trees was performed for the task of hourly rainfall volume prediction 

using time-series data. ARIMA models are the most common methods of time-series forecasting since they 

are easy to understand and implement. This model is useful when the data in question exhibits a strong 

temporal structure and the relationships within it are linear. The aim of this literature [5] is to review and 

analyze various machine learning models for rainfall prediction. First, the study seeks to find out the 

noticeable specific characteristics of the meteorological data which affects the accuracy of forecasts and to 

evaluate the performance of the models such as ARIMA and ANN under varying climate conditions. In 

line with this, this study aims at comparing these methods with an arguably simpler method in order to 

identify the relative accuracy and timeliness of the algorithm in giving out early warnings, which will in 

turn help the farmers in making the best decisions possible in so far as protecting the crops and improving 

the gains of agriculture are concerned. This survey paper [6] where deep learning is used in combination 

with meteorological data to forecast the rainfall. The papers are analyzed based on the methods of deep 

learning applied, geographical location of the study area, type of metric, software used for building the 

model and lastly the year of publication of the papers. Under the social media category, this paper explores 

the feasibility of employing Twitter as a research instrument in research concerning disasters. 

Consequently, this study shall use the most modern approaches in deep learning, machine learning and 

predicting of disasters [7]. Therefore, one of the goals of the project is to define all the potential types of 

data and their sources with reference to different professions and crisis management scenarios. The SHS 

was predicted based on the immediate and future precipitation using ARIMA modeling for the specific 

study area which is Klang River Basin in Selangor [8]. The study effort in [9] deals with the uni variate 

ARIMA model to forecast monthly rainfall and is based on the Khordha district in the Odisha state in India. 

There were no present rainfall records; thus, the scale was reported monthly for the years 1901 through 

2002. The parameters of each fitted model were evaluated, employing the Akaike information criterion 

(AIC) and the Bayesian information criterion (BIC), from which emerged the ARIMA (1, 2, 1) (1, 0, 1)12. 

The goal of this study is to determine different architectures of the neural networks utilized in the rainfall 

forecasting, to determine voids in the structures expected to exist while deploying the neural networks for 
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various types of scales and outline the index of performance used on the various architectures of the neural 

networks. The aim of this study [10] is to improve the rainfall prediction by extending the application of 

RNN by the integration of SVR that has been optimized using the CPSO algorithm. Therefore, the 

performance of this herein proposed RSVRCPSO model is evaluated for the typhoon rainfall data of 

Northern Taiwan. The aim is to explain in what a manner the application of this complex composite 

approach can enhance the effectiveness and reliability of the rainfall estimation and thus can be beneficial 

in terms of both fundamental research in hydrology and applied fields like meteorology. This study [11] 

employed meteorological and daily precipitation data of the forty years between 1980 and 2018 of the 

contiguous United States and standardized a model of three-dimensional convolutional neural network 

for short term precipitation. One more research [12] is concerned with creation and validation of the 

combined model based on CNN and ridge regression for the investigation of seasonal changes of 

precipitation in China. The reason is that they rely on the spatial pictures of general circulation as predictors. 

The research done in the study [13] focuses on the capability of DL models in providing the precipitation 

expected in the next twelve hours by incorporating advanced methods in the machine learning domain 

and accurate high temporal precipitation data. As a repository for the investigation [14] that considers the 

application of the everyday deep learning approaches, it should be noted that the study is concerned with 

improving the geographical resolution of the precipitation data obtained with the use of the weather radar, 

satellites data and/or weather stations data. The aim of the present research [18] is to establish the rain 

prediction model using Machine Learning. This model is developed based on a 2,391 records dataset that 

data has collected from the website named Bangladesh Jatiyo Tottho Batayon. 

 

3. Analysis of Different Approaches of Rainfall Prediction 

In analyzing different approaches to rainfall prediction, various studies offer insights into the 

effectiveness of different methods. Table 1 presents a comparative analysis of these approaches, 

highlighting key aspects such as the country and region of study, the dataset utilized, the algorithm applied, 

and the accuracy of predictions. 

Table 1. A comparison of works of literature that make use of rainfall or forecasts of the weather 

Ref Country Region Dataset 

Description 

Algorithm Accuracy Best 

accuracy 

Prediction 

Type 

[15] Taiwan Yilan River 

basin and 

stations 

collected 

from Liwu 

station 2012 

to 2018 

Hourly 

rainfall data 

of 6 gauges, 

KNN, 

Support 

Vector 

Regression 

(SVR), 

,Fuzzy 

Inference 

Model 

1hour 

RMSE:0.07 

CE :0.99, 

2 hours 

RMSE: 

0.15 

CE:0.97 

3 hours 

RMSE:0.25

CE:0.93 

SVR and 

Fuzzy 

Inference 

Model 

hourly 

forecastin

g 

1,2,3 hour 

[16] Bangladesh 

 

Southweste

rn coastal 

region of 

Bangladesh

. 

 

no of times a 

region 

flooded 

in year 

(BARC) 

Bangladesh 

Agriculture 

Research 

Council 

MLP, KNN 

,RF, 

Genetic 

algorithm- 

(SVR) 

(GA;RBF;S

VR) 

MLP :0.96

7 

KNN: 

0.956 

RF: 0.984 

GA;RBF;S

VR: 0.983 

Optimized 

:0.987 

The 

optimized 

model 

given the 

good 

accuracy 

Flood 
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[17] Bangladesh informatio

n gathered 

every day 

from the 

Gazipur, 

Rangpur, 

and Barisal 

district 

stations 

In the 

subsequent 

section, the 

rainfall data 

from 10 

decades of 

the period 

of 2011 to 

2020 is 

brought and 

compared 

with the 

rainfall data 

from the 

entire 

period of 

1980 to 2020. 

Namely, 

described 

above 

dataset 

consists of 

1,319 rows 

and 16 

columns. 

Decision 

trees(DT), 

Random 

forests(RF) 

(SVM), or 

neural 

networks 

(NN). 

2011-2020 

LR( 0.8676

) 

SVC 

(0.8088) 

KNN(0.82

35) 

DTC 

(0.8088) 

The Binary 

Logistic 

Regression 

(BLR) 

approach 

achieves 

the highest 

accuracy, 

with 

maximum 

precision 

and recall 

of 0.61 and 

0.6667, 

respectivel

y, as well 

as an 

accuracy 

rate of 

0.8676. 

Rainfall 

[23] Pakistan Pakistan 

Lahore 

12 years of 

historical 

weather 

data (2005 to 

2017) 

******* 

25,919 

instances 

and 11 

feature 

(i)Decision 

tree(DT), 

(ii)Naïve 

Bayes(NB), 

(iii) K-

nearest 

neighbors, 

and 

(iv)Support 

vector 

machines 

Proposed 

Work 

accuracy= 

0.94 

Miss 

rate=6 

SVM=0.92, 

KNN= 

0.93, 

DT=0.91, 

(CART 

miss 

rate=19.7) 

NB= 0.90 

KNN=93% (Classifica

tion Task) 

Rainfall 

Prediction 

[24] Pakistan Pakistan annual 

average 

rainfall 

based on 65 

 

SFTS For 

compariso

n with 

the 

accuracy 

ME 

=0.2046, 

SFTS 

model was 

more 

effective 

(Regressio

n) the next 

ten years’ 

monthly 
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years for the 

period of 

1951 to 2015 

have been 

extracted 

from World 

Bank 

website 

from 

January to 

December.)= 

ARIMA 

and 

exponentia

l 

smoothing 

state space 

(ETS) 

models 

 

RMSE=14.

911,MAE 

= 10.969, 

MPE=145.

791%, 

MAPE = 

172.26%. 

when 

compared 

to the 

convention

al The 

ARIMA 

and ETS 

ones and 

the 

forecasts 

which are 

provided 

by SFTS 

models are 

also more 

accurate 

and 

reliable. 

forecasts 

(2016-

2025) 

were also 

collected 

with its 

correspon

ding 80% 

prediction 

interval. 

 

4. Methodology 

The methodology for rainfall prediction involves utilizing two distinct datasets from Bangladesh and 

Pakistan. The process begins with the collection of meteorological data, which includes various factors such 

as temperature, year, month and rainfall records. This data is then divided into two separate datasets: one 

for Bangladesh and one for Pakistan. This process begins with the collection of a comprehensive historical 

weather dataset, which spans from 1901 to 2016 from Pakistan and 1901 to 2019 from Bangladesh rainfall. 

To predict future rainfall, both machine learning and statistical approaches are employed. The machine 

learning models used include Random Forest, Support Vector Regressor (SVR), Linear Regression, and 

Gradient Boosting, while the statistical approach primarily involves the ARIMA model. Each model is 

applied to both datasets to forecast rainfall, and their performance is evaluated using several metrics, 

including RMSE, MAE, MSE, MAPE, and the correlation coefficient. Finally, the computational efficiency 

and robustness of these models are assessed to determine their suitability for predicting rainfall in each 

region. This comprehensive methodology allows for a thorough evaluation of different predictive 

approaches across diverse datasets as shown in figure 1. 

4.1. Dataset Description 

In this study two datasets are analyzed and compared shown in figure 2 and 3 one is related to 

Bangladesh weather and other related to Pakistan The first dataset Bangladesh dataset contain 4 attribute 

like year, month, Temperature and rainfall and 1429 observations. The second dataset Pakistan dataset 

contain 3 attribute like year, month, and rainfall and 1393 observations. Table 2 shown description.    

4.2. Model Description 

In this study for rainfall prediction utilized both machine learning model (Random Forest ,Linear 

Regression ,Gradient Boosting ,Support Vector Regression)and statistical model ARIMA. 

4.2.1. Random Forest 

Random Forest is a type of ensemble learning where several decision trees are trained to make the 

prediction shown in fig 4. It can be applied for time series forecasting by inclusion of lagged variables and 

other features based on time. It processes multiple attributes simultaneously and is efficient on big data 

sets. In many cases, with the help of ensemble it reduces over fitting and Random forest is best for datasets 

which contain non linearity, where model interpretability is required. For regression Final prediction 

shown in equation 1. 
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�̇�=
1

𝐵
 ∑ 𝑇𝑏  (𝑥) 𝐵

𝑏=1                                                           (1) 

Where, 

-Dataset Training { (𝑥𝑖  , 𝑦𝑖  )  } 𝑖=1
𝑛  

-count of trees B.  

-𝑇𝑏  recursively split tree 

 

 Figure 1. Proposed Methodology of work 

 

     Figure 2. Bangladesh Dataset Representation 

Figure 3. Pakistan Dataset Representation 

Table 2. Datasets Description 

Dataset Features No of 

feature’s 

No of 

rows 

unit Description 
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First Dataset  

Bangladesh 

Weather 

Year, Month, 

Temperature, 

Rain 

4 1429 Year, 

Month, °C 

(Temperature), 

mm (Rainfall) 

 

Captures   

monthly weather 

data, including 

temperature and 

rainfall. This 

dataset tracks the 

monthly 

temperature and 

rainfall in 

Bangladesh. 

Second 

Dataset 

Pakistan 

Rainfall 

(MM), Year, 

Month 

3 1393 mm (Rainfall), 

Year, Month 

Records monthly 

rainfall data for 

different months in 

Pakistan. 

This dataset 

includes the 

monthly rainfall 

data for Pakistan, 

showing the total 

rainfall per month 

in a specific year. 

 

Figure 4. Representation of Random forest 

4.2.2. Gradient Boosting Machines (GBM)  

Most machine learning algorithms, including gradient boosting machines, XGBoost, or Light GBM, can 

be used for a time series by including lag features, rolling means or variances and other temporal features. 

This algorithm is suitable for large database because it take less amount of time to search through a large 

database. When tuned it is Robust to over fitting. Indeed, it is successfully applied to Rainfall data with 

non-linear relationships and it has intricate feature interconnections. Gradient Boosting is an ensemble 

technique where decision trees are combined sequentially shown in figure 5. Each tree corrects the errors 

of its predecessors by focusing on residuals (the difference between predicted and actual values).The final 

model is the sum of all the weak learners shown in equation 2 

F(x)= F0 (x) +∑ 𝜕𝑚
𝑀
𝑚=1  ℎ𝑚(𝑥)             (2) 
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Figure 5. Representation of Gradient Boosting Algorithm 

4.2.3. Support Vector Regression (SVR) 

SVR is an analogy of Support Vector Machines which is used in regression problems. It is fine when 

used to analyze small to midsize data sets, and is able to incorporate interactions. It is, however, effective 

in high dimensional space and its create a hyper plane segregates data shown in equation 2 mathematically 

and figure 6 its representation. Covariance is good for non-linear data and it is quite resistant to outliers. 

This is well suited for Rainfall data that exhibit complicated and non-linear trends and where data is 

limited.The mathematical description of support vector machine is shown in eq (2). 

       {𝑋𝑖 , 𝑌𝑖}𝑖=1
𝑛  , Where 𝑋𝑖  ∈ Ɍd, 𝑌𝑖  ∈ { -1, +1} 

      Hyper plane: 

  w⋅x + b=0                  (3)      

      -Some Constraints: 

    𝑌𝑖 (w⋅𝑋𝑖+b) ≥1,         ∀i ∈ {1, 2, …, n} 

B ∈ R is the bias term and w ∈ Ɍd is the vector form.This constraint ensures that: 

If 𝑌𝑖=+1 then w⋅𝑋𝑖b≥1, If 𝑌𝑖  =−1 then w. 𝑋𝑖+b≤−1. 

In other words, all the positive examples are found in one side of the hyper plane (or on the boundary 

surface) and all the negative examples lie in the other side of the hyper plane (or on the boundary surface). 

 

Figure 6. Representation of Support Vector Regressor 

4.2.4. Linear Regression for Time Series Rainfall Data 

Linear Regression is a basic type of supervised learning, which helps to understand model. It refers to 

the procedure of predicting the extent of the connection between an event known as the dependent variable 

and one or more factors known as independent variables. As much as this Linear Regression can be used 

in the context of time series forecasting under the following considerations. Another type of regression that 

could also be useful in the given time series data set is the Linear Regression and the technique used 

generally for this type of data set is working with the feature lag such as by using the past dates of the 

dependent variable we use rainfall. Coefficients in the model are quite useful in establishing the degree of 

relatedness between the given predictors and the target variable. Regression is friendly in terms of 

computational complexity and hence can be useful for large data sets or where immediate results are 

required shown in figure 7 . This model is widely employed in time series forecasting as a benchmark. 

Indeed, if Linear Regression turns out to perform well, it sends a strong signal that more complex model 

may not be needed. When the relationship between past and future rainfall is not complex and very close 

to being a straight line, Linear Regression can be useful for short-term prediction. The single and multiple 

attributes equation shown 3 and 4. 

For a single independent variable x, the model is: 
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y=β0+β1x+ϵ                (4)

 When there are multiple independent variables x1, x2,…, x𝑛 , the model   extends to: 

y=β0+β1x1+β2 x2+⋯+β𝑛Xn+ϵ                                        (5) 

Where: 

• y is the control variable or the dependent variable which has the predicted value.  

• identified as the independent variable: x.  

• β0 is the y-intercept, or the point at which the regression line intersects the y-axis.  

• β1 is the coefficient, which is the slope of the line that measures the change in y for a one-unit change 

in x. 

• ϵ is the error which is the difference between actual observation and the predicted values. 

 

Figure 7. Representation of Linear Regression  

4.2.5. Time Series Forecasting 
When a variable or data has only one dimension or when the data comprises of only one variable that 

changes with time then the ARIMA model [25, 26,34] is used. From the above described times series data, 

the often used type is the ARIMA type, which is an abbreviation for Auto Regressive Integrated Moving 

Average. ARIMA has certain specifiable parameters which are mostly depicted by letters p, d and q shown 

in table 3.  

Table 3. Representation of Arima Model Components parameter 

                     ARIMA Univariate Model (Focus on a single time series (Rainfall). 

Components Usage Parameters Description stationarity Model fit 

pattern 

AR 

(Autoregressi

ve) 

I 

(Integrated) 

MA 

(Moving 

Average) 

When forecast

ing a single ti

me series data 

collection, uni

variate ARIM

A is utilised; t

his technique 

works best wit

h time series d

ata that is self-

correlated, me

aning that one

 occurrence inf

luences subse

quent events. 

P for Time 

series 

autoregressive 

d for time 

series 

Integrated 

q fir time 

series Moving 

Average 

 

-Helps capture 

the persistence 

of the time 

series 

data(AR) 

-Differencing 

helps stabilize 

the mean(I) 

-Models past 

forecast errors 

as part of 

future 

predictions(M

A) 

Ensure 

stationarity 

and 

determine p, 

d, q 

-Build the 

model and 

predict future 

rainfall values 

-Identify 

appropriate 

differencing 

order 

-Estimate the 

impact of past 

errors on 

current values 

A. Parameter Description 
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It is denoted as ARIMA(p,d,q), where p, d and q are parameters of an ARIMA model as follows: 

Typically, an ARIMA model parameter is written as ARIMA (p, d, q), where: 

-p: Where p is the order of the autoregressive component of the model. This variable is the number of lag 

observations that is included in the model that is used in summary form here. It is sometimes called the 

lag order This involves the determination of the number of observations that can either precede or follow 

the independent variable whereby in most cases it is denoted as p. 

-d: The frequency at which the time series is made more stable by breaking down the raw observations is 

described by the symbol ‘d’, and the degree of this difference is also given by the same alphabet ‘d’. 

-q: q stands for the order of the moving average component It is also known as the averaging order 

sometimes whereby the- window size of the moving average is in question. 

B. Components of ARIMA 

-Autoregressive (AR): The dependency between an observation and several lag observations (prior 

values) is used in this component. An AR model of order 𝑝 (AR(p)) can be expressed mathematically shown 

in equation 5 

t=α+𝜙1𝑦𝑡−1+𝜙2𝑦𝑡−2+⋯+𝜙𝑝 𝑦𝑡−𝑝 +ϵ                                            (6) 

Integrated component (I): This is to make the time series stationary, this aspect entails differencing the data 

points (i.e., removing trends and seasonality). Mathematically, the differentiation procedure is expressed 

as in equation 6  

𝑌`𝑡=𝑌𝑡−𝑌𝑡−1                                                     (7) 

𝑌`𝑡  is the differenced series in this case d. For a distinction structure of d time repeated 

C. Component of Moving Average (MA) 

     In this section, we use the relationship that holds between an observation and a residual error in a 

moving average model when used with respect to lagged observations and a particular observation. In 

mathematics, equation 7 represents one of the methods by which an autoregressive moving average model 

of the order q (MA(q)) can be expressed. 

𝑌𝑡=α+ϵt+θ1ϵ𝑡−1+θ2ϵ𝑡−2+⋯+θ𝑞ϵ𝑡−𝑞                                                    (8) 

Where: 

• 𝑌𝑡 is the  dependent value at time t, 

• α is a constant value, 

• θ1, θ2,…, θ𝑞   are the parameters of the model, 

• ϵ𝑡, ϵ𝑡−1,,…, ϵ𝑡−𝑞,are the error terms (white noise) 

4.3. Evaluation Metrics 

The following evaluation performance metrics are used in this study for checking the algorithm 

performance. 

4.3.1. Mean Absolute Error (MAE) 

This is commonly used as the measure of model performance by taking an average of absolute 

difference between the predicted or modeled value and the actual observation value shown in equation 8. 

MAE comes up with an easy to understand figure of the average error magnitude. The minimum score is 

desirable for better model performance shown in equation 8. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − ŷ𝑖|𝑛

𝑖=1                                                              (9) 

4.3.2. Root Mean Squared Error (RMSE)  

The square root of the mean of the square of the residuals – predicted values minus the actual values. 

RMSE is even more sensitive to outliers than MAE, because it gives penalties proportional to the squared 

values of the difference. It is used mostly for the evaluation of the performance of the models shown in 

equation 9. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − ŷ𝑖)2𝑛

𝑖=1                                                            (10) 

4.3.3. Mean Absolute Percentage Error (MAPE) 

It is the average computed from the absolute percent differences between the predicted and actual 

values shown in equation 10. MAPE expresses error in terms of percentage and therefore is more relativity 
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in size of error than the other measure of error. But if the actual values are small numbers, then it may be 

misleading to use relative changes measurements. 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ | 

𝑦𝑖−ŷ𝑖

𝑦𝑖
|  × 100%𝑛

𝑖=1                                                             (11) 

4.3.4. Correlation Coefficient (R ) 

An estimate indicating the co-linearity of two variables and especially the direction and intensity of 

any linear association between the predicted and actual values. l is a measure of the strength and direction 

of the relationship between two variables; a value of 1 shows a perfect positive linear relationship; -1 shows 

a perfect negative linear relationship; and 0 shows no linear relationships shown in equation 11. 

   𝑅2 = 1 −
∑ (𝑦𝑖−ŷ𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−ỹ)2𝑛
𝑖=1

                                                                       (12) 

 

5.Results 

The results are calculated by performing implementation on different dataset thr bangladesh and 

pakistan 

5.1. Performance on Bangladesh Weather Dataset  

The figure 8 showcases a machine learning analysis workflow using the Orange data mining tool, 

focusing on predicting rainfall (in milliliters) based on a meteorological dataset from Bangladesh stored in 

CSV format. Four models support vector machine for regression SVM, Linear Regression, Random Forest, 

and Gradient Boosting—are trained and evaluated. The evaluation process uses cross-validation with 2 

folds and stratified sampling, alongside a random sampling method that splits the dataset into 80% training 

and 20% testing data. Key metrics like MSE (Mean Squared Error), RMSE (Root Mean Squared Error), MAE 

(Mean Absolute Error), MAPE (Mean Absolute Percentage Error), and R² (coefficient of determination) are 

used to measure performance. The Gradient Boosting model outperforms the others with the lowest error 

values (MSE: 6435.975, RMSE: 80.225, MAE: 51.064) and the highest R² score (0.842), indicating its superior 

ability to capture the complex relationships in the rainfall data. The Random Forest model also shows 

strong performance but slightly lags behind Gradient Boosting. In contrast, the SVM model performs 

poorly with high error metrics and an R² value of -0.120, suggesting that it struggles to capture the 

underlying patterns in this dataset. The dataset likely includes features such as historical rainfall in mm, 

temperature, year, month, and other meteorological factors that influence rainfall prediction. The Gradient 

Boosting model’s effectiveness in handling complex, non-linear interactions and feature importance makes 

it the best choice in this scenario, especially given the intricate and dynamic nature of weather-related data. 

This is a specific type of cross-validation utilized in experiment almost all of the data as the training set 

and leave out only one data point for testing. This process is repeated such that each data point in the 

dataset gets to be the test set exactly once. 

 

Figure 8. Result on Bangladesh dataset using Machine Leaning model 
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Figure 9. Result on Bangladesh dataset using ARIMA Statistical model 

The figure 9 on Bangladesh dataset it shows the application of an ARIMA (3,2,1) model on a dataset 

from Bangladesh to forecast time series data. The ARIMA model parameters are defined as follows: 3 

autoregressive terms (p=3), 2 differencing operations (d=2), and 1 moving average term (q=1). The model 

evaluation results compare the performance in both in-sample and out-of-sample (forecast) contexts. The 

in-sample results, which assess how well the model fits the training data, show better performance with 

lower error metrics: RMSE (152.3), MAE (69.3), and MAPE (0.525). On the other hand, the out-of-sample 

results, which measure the model's predictive power on unseen data, yield slightly higher errors: RMSE 

(174.6), MAE (105.1), and MAPE (0.687). This comparison indicates that while the model performs 

reasonably well on the training data, its forecasting accuracy diminishes slightly when predicting future 

values 

5.2. Performance on Dataset 2 Pakistan (target monthly) 

The figure 10 displays the performance results of different machine learning models—SVM, Random 

Forest, Gradient Boosting, and Linear Regression using the Orange data mining tool on a dataset focused 

on rainfall prediction, likely from a meteorological dataset. The models are evaluated using 2-fold cross-

validation with stratified sampling to maintain the proportional distribution of data across folds. 

Additionally, random sampling is employed, where the dataset is split into 80% training and 20% testing 

data, repeated 20 times for robust evaluation. The "Leave one out" technique is also applied, where a single 

instance is left out at each iteration while the model is trained on the remaining data, making it especially 

suitable for small datasets. This comprehensive evaluation setup helps in accurately assessing each model’s 

performance across different scenarios. The results indicate that Linear Regression and Gradient Boosting 

perform best with lower error metrics and higher R² values, while SVM struggles with higher errors and a 

negative R², suggesting it is less suitable for this particular dataset.Among the models evaluated, Linear 

Regression produced the best results. It exhibited the lowest Mean Squared Error (MSE) of 270.138, the 

lowest Root Mean Squared Error (RMSE) of 16.436, and the lowest Mean Absolute Error (MAE) of 11.572. 

Additionally, it achieved a relatively high R² value of 0.453, indicating that it explains a good portion of 

the variance in the rainfall prediction data. This result suggests that Linear Regression is the most effective 

model for this particular dataset, outperforming the other models in terms of accuracy and predictive 

power. 

The figure 11 presents the results of applying an ARIMA (3,2,1) model to a Pakistan dataset, focusing 

on both in-sample and out-of-sample performance. The ARIMA model, configured with 3 autoregressive 

terms (p=3), 2 differencing operations (d=2), and 1 moving average term (q=1), is used to analyze the time 

series data. The out-of-sample evaluation, which measures the model's predictive ability on new, unseen 

data, shows an RMSE of 23.7, MAE of 16.8, and MAPE of 0.737. The in-sample evaluation, which assesses 

how well the model fits the training data, yields an RMSE of 24.4, MAE of 13.8, and MAPE of 0.717. These 

results indicate that the model's performance is relatively consistent between the training data and the 

unseen data, with slight differences in error metrics. This suggests that the ARIMA model is performing 

reasonably well for forecasting on this dataset. 
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Figure 10. Result on Pakistan dataset using Arima Model 

 

Figure 11. Result on Pakistan dataset using Arima model 

5.3. Discussion on Result  

For dataset 1 Bangladesh gradient boosting algorithm work well and for dataset 2 Pakistan Linear 

regression algorithm work well according to evaluation criteria. This paper analyzes the results of applying 

the ARIMA models to time series data originating from Bangladesh and Pakistan. For the Pakistan data, 

the ARIMA(3,2,1) model shows good in and out-sample fit again signifying a good forecasting model by 

ARIMA models. In contrast to the Afghanistan dataset, the Bangladesh dataset presents a clearer picture 

of deterioration in the model’s performance from in-sample to out-of-sample values implying that the 

model has perhaps over fit. Furthermore, machine learning models were applied to both the datasets. For 

Bangladesh, Gradient Boosting outperformed others with the lowest error values (MSE: (Mean Absolute 

Error, RMSE, R-squared 6435. 975, 80. 225, 51. 064) and highest R² score of 0. 842 which helped in modeling 

more complex relations in rainfall data set. When forecasting in the Pakistan dataset, the best performance 

of Linear Regression was shown with the least MSE of 270. 138, RMSE of 16. 436, and the smallest MAE of 

11. 572. 

 

6. Model Accuracy and Robustness 

6.1. ARIMA Model Accuracy and Robustness 

ARIMA is highly effective for time-series data that exhibit consistent linear trends and seasonal 

patterns. It can model the relationship between past and future values, which makes it a strong choice for 

data with predictable patterns. However, ARIMA struggles with capturing complex, non-linear 
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relationships within the data. It requires the data to be stationary or requires differencing to achieve 

stationarity, which can sometimes lead to loss of important information. 

6.2. Random Forest Accuracy and Robustness 

Random Forest is known for its ability to handle diverse features and non-linear relationships in the 

data. It works well across various types of datasets and is particularly effective when there are many 

variables that interact in complex ways. While Random Forest is robust in terms of handling noise and 

over fitting, it may not be the best choice for time-series data, as it doesn’t inherently capture temporal 

dependencies. Additionally, it can sometimes be less interpretable compared to linear models. 

6.3. Linear Regression 

Linear Regression is easy to understand and provide good results when the relationship between 

independent and dependent variable is direct. Nonetheless, it is less effective for curvilinear interactions 

or those cases where the data involves cross-interactions. However, it cannot model situations where the 

relationship between the independent and dependent variable is other than linear thus making it rigid 

while, it is accurate in apprehending situations that do not require complex analysis because of large data 

sets. 

6.4. Gradient Boosting 

Gradient Boosting is highly accurate for various types of data, particularly when there are complex,    

non-linear relationships to be captured. It builds an ensemble of weak learners, typically decision trees, to 

create a strong predictive model. Gradient Boosting is robust in terms of handling different data 

distributions and is less prone to over fitting than some other models. However, it can be computationally 

expensive and may require extensive hyper parameter tuning. 

6.5. Support Vector Regressor 

SVR is effective for both linear and non-linear data through the use of different kernel functions. It 

works well when the relationship between variables is not strictly linear and when the dataset is relatively 

small. While SVR is robust in handling small to medium-sized datasets, it can be sensitive to the choice of 

kernel and parameters. It also tends to be computationally intensive, especially with large datasets, and 

may struggle with noisy data. 

 

7. Computational efficiency and robustness across datasets. 

Thus, Linear Regression and ARIMA are the least time-consuming models in terms of their 

computational time and are recommended for use when working with big data or if the data processing 

time is critical. But they are not as sound when operating across different data sets – Linear Regression fails 

on anything non-linear, ARIMA only works with regularly reoccurring, linear time series information. 

Thus, Gradient Boosting and Support Vector Regressor (SVR) as well as Random Forest (RF) are more 

intricate in terms of computational complexity. As for computational efficiency, GB is slightly slower than 

other methods, yet it is one of the most stable algorithms in terms of datasets, and it actively works with 

non-linear correlations. SVR is good for both linear and non-linear values but the computation time 

increases while dealing with a number of values. Random Forest can be considered balanced in terms of 

computational complexity and performance; works with high order interactions and noise; it is generally 

insensitive to model order, making it suitable for various datasets, albeit, it is not suitable for dynamics. In 

general, the decision on which model to choose depends on certain properties of the utilized dataset as 

well as the tolerance of time for the execution of the algorithm and the level of noise in the given data. 

 

8. Conclusion 

For the Pakistan dataset, the ARIMA model is more stable because the in-sample and out-of-sample 

errors are relatively close. A relatively high in to out of sample performance decline in case of the 

Bangladesh dataset is observed from the model suggesting the model might be more overfitting. Overall, 

the present study shows that the ARIMA model performs favourably on the Pakistan dataset especially in 

out of sample forecast. Among the machine learning models in the Bangladesh dataset, The Gradient 

Boosting model has the least error values in terms of MSE (6435.975), RMSE (80.225) and MAE (51.064) 

while having the highest R² score of 0.842 meaning that this Gradient Boosting has the best performance in 
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the dataset and the capability to fit the rainfall data. In the models fitted from the Pakistani data, the best 

performance was realized by the Linear Regression model. This model showed the best performance 

because of least values of Mean Squared Error (MSE) which was 270.138, Root Mean Squared Error (RMSE) 

of 16.436 and Mean Absolute Error (MAE) of 11.572. 

 

9. Future Work 

-To more precisely capture geographical dependencies in rainfall data, future research should 

concentrate on integrating spatial data and sophisticated spatial modelling tools.  

-To further improve prediction accuracy, research hybrid models that incorporate deep learning techniques 

with ARIMA or VAR to capture intricate temporal and geographical patterns for rainfall forecasting.  

-Do research relevant to a particular place in order to localize models to the particular farming conditions 

and environmental considerations. Varied regions may interact with climates differently and have varied 

patterns of precipitation; hence, different forecasting techniques are required for each location.  
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