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Abstract: Accurately diagnosing COVID-19 pneumonia is a critical global health challenge, 

particularly for vulnerable populations. Existing diagnostic methods often lack precision due to 

limited algorithm sophistication and insufficient dataset validation. This study addresses these 

issues by introducing a customized XGBoost algorithm for classifying COVID-19 pneumonia. The 

methodology follows a four-phase approach: (1) data acquisition from a comprehensive GitHub 

dataset, (2) data preprocessing with augmentation and normalization, (3) model training using 

XGBoost, and (4) evaluation against existing models. The model achieves an average accuracy of 

87.35%, demonstrating superior performance in accuracy and diagnostic precision compared to 

current methods. The findings of this research provides a systematic framework for improving 

pneumonia classification and sets the stage for future AI-driven healthcare advancements in 

respiratory diseases. 
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1. Introduction 

Pneumonia holds a position as a chronic problem in the context of world population health, being 

an inflammatory process in the lungs that occurs in patients of any age but is a greater threat to babies and 

elderly people. An analysis was made in concern with Computed Tomography (CT) scans that included 

1658 COVID-19 patients and 1027 Community-acquired Pneumonia (CAP) patients. For classification, they 

employed a disease-size-aware random forest technique, popularly recognized as Unsupervised Size-

Aware Forest (USAF from which they gained remarkable results [1]. The condition has a variety of 

symptoms and possible complications, and depending on the pathogens the condition severity is variable. 

Contrarily, viral infections in most cases cause relatively mild illness, though bacterial pneumonia of severe 

forms and even mortal with some strains, could pose serious threats to such vulnerable groups as 

newborns [2]. 

Early diagnosis is crucial for effective health management and achieving desired outcomes. 

Diagnostic methods are vital for pathogen identification in healthcare-associated infections, guiding 

antibiotic stewardship and infection control. CAP is a heterogeneous group caused by various microbes, 

including viruses and fungi [3]. 

Knowledge of pneumonia types is crucial for effective management. Pneumonia can be bacterial, 

viral, or fungal, with distinct diagnostic and treatment approaches. A classification system helps clinicians 

determine appropriate investigations, select antimicrobial therapies, and develop preventive measures. 

Additionally, walking pneumonia, with cold-like symptoms, and fungal pneumonia present unique 

challenges [4]. Pneumonia progresses in four stages: congestion (24 hours), red Hepatization (blood, 

neutrophils, and fibrin in alveoli), gray Hepatization (grayish-brown or yellowish lung tissue due to fibrin 
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and blood changes), and resolution (enzymes break down exudates, promoting lung repair). Proper 

diagnosis at each stage is essential for effective treatment [5]. 

There are different types of pneumonia, including bacterial, viral, walking, fungal, Hospital-

acquired pneumonia (HAP) and CAP which possess their clinical effects and challenges. HAP is a severe 

hospital-acquired infection that often declines in an organization because of drug-resistant microorganisms 

and immunosuppressed individuals. [6]. Bacterial pneumonia and viral pneumonia constitute 

predominant forms of the disease, each presenting distinctive clinical features and management strategies. 

Pneumonia includes bacterial, viral, walking, fungal, HAP, and CAP, each with distinct clinical 

challenges. HAP, often linked to drug-resistant microorganisms and immunosuppressed patients, is a 

severe hospital infection [6]. Bacterial and viral pneumonias are the most prevalent forms. COVID-19, 

caused by the novel coronavirus 2019-nCoV, poses significant global health risks, transmitting rapidly 

among people [7]. Key symptoms include fever, cough, and shortness of breath [8]. Deep transfer learning 

using models like Alexander Neural Network (AlexNet), Google Neural Network (GoogleNet), and 

Residual Neural Network (ResNet18) is being explored for pneumonia X-ray classification, with severe 

cases leading to organ failure and death [9]. Young people and men may be more susceptible to pneumonia, 

as patients often have higher breathing rates than healthy individuals [10]. X-ray imaging, revealing 

haziness and opacity in lung structures, is essential for diagnosing pneumonia [11]. Advancements in 

machine learning models and medical imaging have significantly improved the diagnosis and 

classification of COVID-19 and other pneumonia types, including CAP [12]. 

Additionally, a technique that uses ordinary non-virological data to forecast the rise in atypical 

pneumonia cases brought on by novel infections has been announced [13]. Deep learning is a well-

established technique for classifying diseases; GoogLeNet and AlexNet are two examples of models that 

have been investigated for using deep transfer learning and Generative Adversarial Networks (GANs) to 

separate COVID-19 patients from normal cases [14]. As evidenced by the evaluation of deep learning 

models for identifying COVID-19, including ResNet, Inception, and GoogLeNet, robust frameworks are 

needed [15]. Additionally, building on earlier research that linked blood chemistry to the risk of COVID-

19, this work evaluates how well XGBoost predicts age from routine blood tests [16]. 

The XGBoost algorithm combined with logistic regression (XGBoost + LR) evaluated data from 140 

COVID-19 patients and 144 healthy controls, suggesting its potential for screening in hotels, care homes, 

and crowded areas [17]. A retrospective analysis of 678 CT scans from six centers (2018–2022) showed that 

XGBoost models accurately predicted entry and post-entry outcomes, emphasizing smoking as a mortality 

predictor [18]. XGBoost also demonstrated potential in identifying pathogens from clinical data in children 

hospitalized with respiratory infections (2010–2018) [19]. Recent studies highlight its use in automating 

COVID-19 detection from chest X-rays [20].  An automated approach for pneumonia classification from 

chest X-ray images using the XGBoost algorithm is introduced. Bayesian optimization refines feature 

representation and optimizes hyperparameters, improving classification accuracy [21]. 

Pneumonia, particularly during the COVID-19 pandemic, presents major public health challenges due 

to its diverse symptoms and the demand for precise diagnosis and classification. Current diagnostic 

methods for pneumonia suffer from limitations such as outdated algorithms, inadequate validation across 

datasets, low accuracy, and poor adaptability to evolving disease patterns. 

To address these issues, this study introduces a customized XGBoost algorithm tailored for COVID-

19 pneumonia classification. The research consists of four primary phases: (1) Dataset Acquisition—

Utilizing the latest GitHub dataset with Python and Anaconda Jupyter Notebook for data collection; (2) 

Data Processing and Analysis—Employing histograms and scatter plots to preprocess and analyze data, 

optimizing it for machine learning (ML) algorithms; (3) Supervised Learning XGBoost Application with 

Data Augmentation—Applying the XGBoost algorithm enhanced by data augmentation techniques to 

boost model accuracy and robustness; and (4) Performance Evaluation—Assessing the developed model 

against existing methods to measure accuracy and effectiveness. 

The key contributions of this research include: This study introduces a specialized XGBoost model 

for COVID-19 pneumonia classification, offering a significant advancement in the application of machine 

learning (ML) techniques to address the unique challenges posed by COVID-19 pneumonia. By employing 

histograms and scatter plots for data processing, this research ensures that the dataset is optimally 

prepared for ML algorithms, thus improving the quality of the analysis. The integration of data 
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augmentation techniques enhances the model’s reliability and prediction accuracy, addressing challenges 

associated with limited data availability. The model is evaluated against existing methodologies, 

showcasing superior accuracy, which demonstrates its effectiveness in improving COVID-19 pneumonia 

classification. This research provides critical insights into predictive modeling, offering valuable 

contributions to public health strategies, including resource optimization during pandemics. 

This methodology ensures accurate and reliable disease classification while offering predictive 

modeling insights for future disease trends, crucial for public health planning and resource optimization. 

The subsequent sections comprise a comprehensive analysis of current state-of-the-art methods in 

the Literature Review, a proposed framework and methodology in the Methodology section, an in-depth 

discussion of experimental results in the Results and Discussion section, and a conclusion with 

recommendations for future research in the Conclusion section. 

 

2. Literature Review 

The literature review presents a comprehensive overview of studies in respiratory disease diagnosis, 

particularly focusing on COVID-19 and pneumonia. 

An integrated approach combining the XGBoost algorithm and logistic regression (XGBoost + LR) was 

applied to analyze data from 140 COVID-19 patients and 144 healthy controls. This method shows 

significant potential for widespread use in environments such as hotels, nursing homes, and other crowded 

settings, enabling medical personnel to conduct efficient screenings. [22]. The study used various machine 

learning algorithms, like Naive Bayes, Linear Regression, Random Forest, XGBoost, Adaptive Boosting, K-

nearest neighbor, Kernel Support Vector Machine (SVM), and Back Propagation Neural Networks. The 

evaluation was done with 5-fold cross-validation. Results show that an XGBoost-based clinical model can 

accurately identify high-risk patients at admission [23]. In a COVID-19 pathogenesis study, XGBoost was 

applied to predict disease severity using multi-omics data. The model, trained on 80% of the data and 

tested on an independent set, used 297 features selected using the hybrid approach. The results 

demonstrated strong discrimination between intensity levels, indicating strong performance under cross-

validation [24].  

In the December 2019 Wuhan coronavirus outbreak, XGBoost analyzed gene expression data from 

COVID-19 patients in the Gene Expression Omnibus (GEO) database. Identified potential diagnostic 

markers associated with viral transcription and COVID-19 pathways [25]. Hospitalized children with 

respiratory infections (2010-2018) had clinical data within 24 hours of admission used to build predictive 

models for six pathogens. XGBoost's potential in aiding clinicians to identify these pathogens was shown, 

optimizing diagnostic testing and possibly reducing medical costs [26]. This study responds to the urgent 

demand for precise COVID-19 screening tools by proposing two framework models. One integrates a 

Convolutional Neural Network (CNN) feature extractor with XGBoost for classification, while the other 

utilizes a CNN paired with a feedforward neural network. The COVID-19 CT-2A (CovidxCT-2A) dataset 

is employed for evaluation [27]. The recent COVID-19 outbreak calls into question the accurate diagnosis 

of pneumonia. The study presents the neutrosophic method, which classifies lung opacity images into 

correct (T), incorrect (F), and uncorrected (I) sets to reduce opacity. Preprocessing enhances images with 

primary alpha and beta enhancement operations. The enhanced images are fed into XGBoost for 

classification [28].  

In COVID-19 prediction models, several machine-learning algorithms were explored, including 

logistic regression (LR), support vector machine (SVM), random forest (RF), and extreme gradient boosting 

(XGBoost). In particular, XGBoost demonstrated effective COVID-19 prediction capabilities, further 

enhanced by interpretation tools such as Local Interpretable Model Agnostic Explanations (LIME) and 

Shapley Additive Explanations (SHAP) [29]. Recent research and medical practice prioritize automatic 

COVID-19 detection with chest X-ray (CXR) images. Our Computer-Aided Diagnosis using Chest X-ray 

(CAD-CXR) system, incorporating Haar-like features and the XGBoost classifier, improves detection. We 

preprocess images, extract features, and classify them using various machine learning algorithms. 

Evaluation is conducted on publicly available datasets with three train-test splits [20]. A study 

implementing Random Forest classification in a COVID-19 Reverse Transcription Polymerase Chain 

Reaction (RT-PCR) test classification system alongside an auto-encoder algorithm was proposed, utilizing 

a dataset from a Brazilian hospital where the auto-encoder preprocesses features before classification with 
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Random Forest [30]. The pathology of H1N1, CAP, and sepsis was investigated, suggesting the potential 

of group mass disturbance for clinical outcomes in CAP and sepsis patients [31].  

Volumetric Extraordinary Learning Machine (ELM) and k-nearest Neighbor (K-nn) AI were applied 

for breath sound analysis, demonstrating high accuracy through perceptual mode reduction and feature 

extraction [32]. Chest radiograph classification was enhanced using AlexNet (MAN) [33]. Dataset 

preparation processes were explored, proving effective in both engineering and real datasets [34]. The 

effectiveness of generative adversarial networks (GANs) was Demonstrated for pneumonia chest x-ray 

recognition, outperforming a related task in precision, recall, and F1 score [35]. An approach to diagnose 

COVID-19 with chest radiography was proposed, which shows promise despite the limitations of the data 

set [36]. Emphasis is placed on a methodological framework for the identification of COVID-19 [37]. The 

applicability of Artificial Intelligence (AI) in health status assessment has been explored [38]. Attention has 

focused on the diagnosis of pneumonia using X-ray imaging [39]. Effective methods have been proposed 

for the detection of tuberculosis and pneumonia [40, 41]. The role of machine learning in clinical areas, 

particularly in pneumonia identification, has also been discussed [42]. The potential of AI in clinical 

decision-making has been explored [43]. A meta-study analyzing explicit CT designs has been conducted 

[44]. A web application for pneumonia differentiation has been developed [45]. Additionally, a fully 

automated system for COVID-19 identification has been established [46]. Evolutionary Neural Network 

(ENN) and SVM expectation models were introduced in a previous study [47]. 

Another study focused on pollution-related biomarkers and clinical symptoms for pneumonia 

prediction [48]. Random Forest's superior performance in breast tumor detection using the Wisconsin 

Breast Cancer Database was demonstrated in prior research [49]. Additionally, the Random Forest 

algorithm, combined with Synthetic Minority Over-sampling Technique (SMOTE) preprocessing, was 

applied for fault identification in power transformers, effectively addressing complexity [50]. Random 

Forest was employed to classify chest X-ray images for detecting COVID-19, pneumonia, or normal cases, 

while XGBoost was applied to predict high-risk COVID-19 patients based on factors such as age, sex, 

diabetes, and hypertension. This model, implemented through a Python Flask web application, aids in 

patient prioritization and resource allocation [51, 52]. The global strain on healthcare systems during the 

COVID-19 pandemic has been mitigated by AI advancements, with models like XGBoost enhancing 

severity forecasting and supporting medical practitioners [53]. Additionally, COVID-19 detection through 

audio features such as cough and breathing, along with SHAP and data augmentation techniques, is 

explored [54]. 

 

3. Methodology 

This study employs a thorough four-phase methodology for COVID-19 pneumonia classification 

utilizing XGBoost, as depicted in Figure 1 and outlined in Algorithm 1. 

 

Figure 1. Block diagram of Proposed work 
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Algorithm 1: Research on Pneumonia Detection Evaluation 
Input: Pneumonia X-ray images sourced from GitHub 
Output: Evaluation of Model Performance 
Step 1. Data Processing Phase 
//Load the dataset containing pneumonia X-ray images, provided by WHO. 

1.1. WHO_dataset ← LoadWHODataSet() 
//Extract demographic information (e.g., age, gender) from the dataset 

1.2. demog_info ← ExtractDemographicInfo (WHO_dataset) 
//Preprocess the data to clean and format it for further analysis 

1.3. preproc_data ← PreprocessData (WHO_dataset, demog_info) 
Step 2. Data Visualization Phase 
//Generate a plot to visualize the distribution of demographic information. 

2.1. Demog_Distrib_Plot ← Visualize_DemographicDistribution(demog_info) 
//Plot the prevalence of symptoms using the preprocessed data. 

2.2. Symp_Preval_Plot ← PlotSymptomsPrevalence(preproc_data) 
Step 3. Model Building for Feature Extraction 
//Initialize XGBoost model that will be used for feature extraction 

3.1. XGBoost_model ← InitializeXGBoostModel() 
//Train the XGBoost model using the X-ray images and demographic data 

3.2. train_models ← TrainModels(XGBoost_model, COVID19_XRay_images, 
demog_data) 

3.3. //Optimize the trained models for better accuracy and performance 
3.4. optim_models ← OptimizeModels(train_models) 

Step 4. Performance Evaluation Phase 
//Split the preprocessed data into training and testing sets for evaluation. 

4.1. train_set, test_set ← SplitDataset(preproc_data) 
//Evaluate the optimized models using a confusion matrix. 

4.2. conf_matrix ← EvaluateModels(optim_models, test_set) 
//Calculate performance metrics such as accuracy, sensitivity, and specificity 

4.3. metrics ← CalculateMetrics(conf_matrix, accuracy, sensitivity, specificity) 
Step 5. Comparative Analysis of Results 
//Compare the accuracy of this study with previous research on pneumonia 
classification. 

5.1. accu_compar ← CompareAccuracy(base_study, existing_research) 
//Identify areas where the model shows substantial improvement over past 
methods 

5.2. improv_areas ← IdentifyAreasOfSubstantialImprovement() 
//Discuss the implications of the results and potential applications of the 
findings. 

5.3. implic_and_applic ← DiscussImplicationsAndApplications() 
Step 6. End 

XGBoost, a robust gradient-boosting framework, is selected for its proficiency in handling structured 

data and delivering accurate predictions. The methodology includes three phases: (1) Data preprocessing, 

where raw data, including chest X-ray images, is cleaned and normalized; (2) Model training, where 

XGBoost is trained on preprocessed data, optimizing parameters for better performance; and (3) Evaluation, 

where the model is tested on a separate dataset, and metrics like precision, recall, and F1-score are 

computed. 

3.1. Phase I:  Data Acquisition and Implementation Tool 

3.1.1. Data Collection and Preprocessing 

For this study, we have acquired the latest dataset from GitHub, containing X-ray images of COVID-

19 (pneumonia) cases. The dataset comprises over 800 chest X-ray images, encompassing both COVID-19 

cases and other pneumonia cases [55]. Previous research studies have also utilized this dataset for 

classification purposes. 

3.1.2. Tool Selection: Python and Anaconda Jupyter Notebook 

Python, coupled with Anaconda Jupyter Notebook, serves as the primary tool for this investigation. 

Python's versatility in data mining, artificial intelligence (AI), and particularly in machine learning makes 

it an ideal choice. Anaconda Jupyter Notebook, an open-source web-based application, offers an intuitive 
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interface conducive to efficient coding and visualization. Its compatibility with Python enhances the ease 

of implementation, highlighting Python's widespread adoption in machine learning tasks. 

3.1.3. Importing Required Libraries 

Specialized libraries are essential for performing various functions within the study. Key among 

these is Keras, utilized for constructing neural network models in deep learning applications. Additionally, 

other libraries are imported for data preprocessing and visualization. Numpy, renowned for its capabilities 

in numerical and matrix analysis, aids in data manipulation. Meanwhile, Matplotlib and Seaborn serve as 

indispensable data visualization libraries, facilitating the presentation of data in visual formats, thereby 

enhancing comprehension and analysis. 

3.2. Phase II: Data Processing and Model Analysis 

3.2.1. Data Plotting 

To gain insights into the COVID-19 pneumonia dataset, effective data plotting techniques are 

essential. Various visualization methods such as histograms, boxplots, scatter plots, and dimensionality 

reduction techniques like Principal Component Analysis (PCA) and t-distributed Stochastic Neighbor 

Embedding (t-SNE) are employed to visualize feature distribution, relationships, and intricate patterns 

within the data. Grids of example images are utilized to highlight characteristic features, facilitating a 

comprehensive understanding of the dataset [56]. 

Graphical representation of data is paramount in the analysis process. To achieve this, we utilized 

OpenCV, Matplotlib, and Seaborn libraries, which offer robust capabilities for data visualization. These 

libraries enable the creation of visually appealing and informative plots. As illustrated in Figure 2, an X-

ray image is displayed for normal and abnormal classification, providing a visual representation of the 

dataset. Our dataset comprises X-ray images sourced from GitHub, forming the cornerstone of our research 

endeavors. 

 

Figure 2. Chest X-ray Image Depicting Pneumonia Affliction 

Following data visualization, the subsequent step involves building an XGBoost model for data 

analysis. XGBoost is a powerful machine learning algorithm known for its efficiency and performance in 

handling structured data. Unlike convolutional neural networks (CNNs), which are primarily used for 

image processing tasks, XGBoost excels in tabular data analysis. By leveraging its ensemble learning 

approach and gradient boosting framework, XGBoost enables the creation of predictive models capable of 

capturing complex relationships within the data [57]. 

3.2.2. Supervised Learning with XGBoost 

Supervised learning with XGBoost begins with a well-defined training dataset comprising input 

features and corresponding output labels. In the context of applications like COVID-19 pneumonia 

classification using chest X-ray images, the input features typically represent pixel values extracted from 

the X-ray images. These pixel values serve as essential descriptors of the image's characteristics. On the 

other hand, the output labels indicate the classification of the image, specifically whether it represents 

COVID-19 pneumonia or not. This supervised learning approach enables the XGBoost algorithm to learn 

the underlying patterns and relationships between input features and output labels, facilitating accurate 

classification tasks in various domains, including medical imaging analysis [58]. 

• XGBoost Classifier 
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XGBoost (eXtreme Gradient Boosting) is a powerful machine learning algorithm widely used in 

classification tasks, including COVID-19 pneumonia classification using chest X-ray images. XGBoost 

improves classification accuracy by iteratively training decision trees, with each tree correcting errors from 

previous ones. This boosting process refines predictions, resulting in high accuracy. XGBoost is well-suited 

for complex, high-dimensional datasets, making it ideal for medical imaging tasks like identifying patterns 

of COVID-19 pneumonia, such as opacities and infiltrates in the lungs. It handles missing data and outliers 

effectively, offers interpretable results, and is highly customizable through Hyperparameters tuning. Its 

versatility and robustness make XGBoost a valuable tool in COVID-19 diagnosis and research. 

3.2.3. Data Augmentation  

Data augmentation is a key technique in machine learning, particularly for classifying COVID-19 

pneumonia using chest X-rays. Random Forest models, enhance the dataset by generating synthetic data 

through methods like rotation, flipping, scaling, cropping, brightness/contrast adjustment, and noise 

addition. This improves model generalization, mitigates overfitting, and enhances performance without 

needing extra real-world samples. 

• Data Augmentation Techniques in XGBoost 

Data augmentation enhances XGBoost model performance, especially in COVID-19 pneumonia 

classification using chest X-ray images. Unlike deep learning models like CNN, XGBoost benefits from 

diverse training data. Augmentation techniques—such as rotation, flipping, scaling, cropping, 

brightness/contrast adjustment, and noise addition—generate synthetic data, improving model 

generalization and accuracy on unseen images. This approach boosts performance, mitigates overfitting, 

and eliminates the need for additional real-world samples. 

3.2.4. Feature Scaling for Optimal XGBoost Performance 

Feature scaling is a critical preprocessing step to optimize the performance of XGBoost in COVID-

19 pneumonia classification, especially when dealing with chest X-ray images. Unlike deep learning 

models that automatically handle feature scaling, XGBoost requires manual preprocessing to standardize 

the range of independent variables or features in the dataset. Feature scaling ensures uniformity in scale 

across all features, preventing certain features from dominating others. In the case of chest X-ray images, 

feature scaling involves scaling pixel intensity values to a smaller range, such as 0 to 1 or -1 to 1. 

Additionally, demographic or clinical features such as age, body temperature, and blood oxygen levels are 

scaled to bring them to a comparable range. This preprocessing aids the XGBoost algorithm in effectively 

learning from diverse features and improves its performance and robustness in accurately classifying 

COVID-19 pneumonia cases based on chest X-ray images. 

3.3. Phase III: Analysis of Model Classification and Performance 

3.3.1. Model Training Using the XGBoost Technique 

In this phase, we apply the XGBoost technique for COVID-19 pneumonia classification. Data 

preparation begins with assembling a labeled chest X-ray dataset, distinguishing between COVID-19 and 

non-COVID-19 pneumonia. The dataset is split into training and testing subsets. Feature extraction 

identifies relevant characteristics from the X-ray images, serving as input for the XGBoost model. The 

model, using an ensemble of decision trees, predicts the output class, enhancing accuracy. Model 

evaluation is performed using metrics like accuracy, precision, recall, and F1-score, with parameter tuning 

for optimization. 

3.3.2. XGBoost-Based Classification and Prediction Outcomes 

This section presents a detailed analysis of the classification and prediction results obtained using 

the XGBoost model. Figure 3 illustrates the classification and prediction results derived from the proposed 

XGBoost model.  

This visualization evaluates the XGBoost model's effectiveness in classifying COVID-19 pneumonia 

cases using accuracy, precision, recall, and F1-score. Real-time validation on chest X-ray images confirms 

its performance in clinical settings, ensuring reliability in real-world scenarios. Detailed interpretation of 

the model's decision-making process highlights key features contributing to accurate predictions. This 

comprehensive analysis demonstrates the efficacy of XGBoost in distinguishing between normal and 

abnormal pneumonia cases, providing accurate predictions based on image patterns and features. 
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Figure 3. Classification and Prediction results derived from the proposed model. 

3.3.3. Assessing Model Performance through Confusion Matrix Analysis 

A confusion matrix is essential for evaluating a classification algorithm’s performance. It offers 

insights into the algorithm's accuracy and the types of errors it generates, helping identify areas for 

improvement and overall effectiveness. 

• Performance Evaluation Using Confusion Matrix 

The confusion matrix is a key tool in machine learning for evaluating model performance. It 

compares actual and predicted labels, highlighting classification accuracy and error types like false 

positives and false negatives. This detailed analysis aids in refining models, improving diagnostic accuracy, 

and enhancing clinical interpretation. 

 

Figure 4. Confusion Matrix Generated by XGBoost 

Figure 4 displays the confusion matrix produced by the XGBoost model, showing actual and 

predicted labels, including true positives (TP), true negatives (TN), false positives (FP), and false negatives 

(FN). These values are essential for calculating performance metrics and assessing the model's predictive 

accuracy. 

• Confusion Matrix Components 

The Confusion Matrix, consisting of True Positive (TP), True Negative (TN), False Positive (FP), and 

False Negative (FN), reflects classifier performance: 

TP: Accurate positive predictions (430) 

TN: Accurate negative predictions (350) 

FP: Negative cases misclassified as positive (50) 

FN: Positive cases misclassified as negative (63) 

Using these values, the model's precision, recall, and accuracy are calculated. This analysis provides 

a comprehensive evaluation of the proposed XGBoost model's effectiveness in classification tasks, 

highlighting areas for potential optimization. 



Journal of Computing & Biomedical Informatics                                           Volume 07  Issue 02                                                                                         

ID : 723-0702/2024  

4. Results and Discussion 

4.1. Phase IV: Assessing Performance and Conducting Comparative Analysis 

This phase evaluates the accuracy of the proposed XGBoost model, comparing it with existing 

studies. Key performance metrics, including average accuracy, recovery rates, and F1 scores, are calculated 

to assess the model's precision and recall. These metrics provide valuable insights into the model's 

effectiveness and ability to correctly classify data instances. 

4.1.1. Average Accuracy Score to Assess Model Performance 

The average accuracy score is a key metric for evaluating the XGBoost model. It combines precision, 

recall, and F1 scores to assess the model's effectiveness. Precision measures the percentage of correctly 

classified relevant results, while recall reflects the proportion of relevant results identified. The F1 score, 

which balances precision and recall, offers a comprehensive performance measure. These metrics are 

derived from the confusion matrix, which summarizes the model's classification performance across 

different categories. 

4.1.2. Evaluation Metrics for COVID-19 Pneumonia Classification using XGBoost 

Evaluating the performance of the proposed XGBoost model for COVID-19 pneumonia classification 

is crucial for determining its diagnostic effectiveness. Key metrics, including accuracy, precision, recall, 

and F1-score, are essential for this assessment. 

• Performance Metrics 

Accuracy (AC): Represents the proportion of correctly classified cases, calculated as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝐶) =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                     (1) 

Here, TP (True Positive) and TN (True Negative) denote correctly classified COVID-19 pneumonia 

cases and non-COVID-19 cases, respectively. 

Precision (PR): Precision measures the proportion of true positive predictions for COVID-19 pneumonia. 

It is calculated using the formula:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑅) =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                            (2) 

Recall (RE): Recall quantifies the proportion of true positive predictions within all actual COVID-19 cases. 

It is calculated using the formula:  

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅𝐸) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                (3) 

F1-score: The F1-score is the harmonic mean of precision and recall, providing a balanced measure of both 

metrics. It is calculated using the formula:  

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑅 ×𝑅𝐸

𝑃𝑅+𝑅𝐸
                                             (4) 

• Model Evaluation Results 

Utilizing these formulas, our XGBoost model's performance metrics were derived from the 

confusion matrix. Precision (PR) achieved 89.58%, recall (RE) attained 87.22%, F1-Score manifested as 

88.39%, and accuracy (AC) reached 87.35%. 

• Interpretation of Results 

These results underscore the effectiveness of the XGBoost model, with an accuracy of 87.35% 

indicating its ability to correctly classify cases in the test set. The F1-score of 88.39% showcases a balanced 

measure of precision and recall, indicating robust performance in identifying positive cases while 

minimizing false positives, as shown in Table 1. 

Table 1. Performance Measures of the Model Showing Accuracy, Precision, Recall, and F1 Score 

Algorithm Precision Recall F1 Score Accuracy 

XGBoost Classifier 89.58% 87.22% 88.39% 87.35% 

• Discussion on Performance Measures 
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The high precision of 89.58% implies a significant likelihood of accurate positive case predictions, 

crucial for mitigating unnecessary interventions or misdiagnoses. However, the recall of 87.22% highlights 

a potential oversight of true positive cases, suggesting the need for further refinements to enhance 

sensitivity and improve positive case detection. 

The XGBoost model demonstrates promising performance in COVID-19 pneumonia classification, 

but continuous refinement and optimization are necessary for further enhancing its diagnostic accuracy 

and reliability. 

4.1.3. Performance Analysis of the Proposed Model Utilizing the XGBoost Technique 

The performance analysis of our proposed model, which utilizes the XGBoost technique, is a critical 

aspect of evaluating its effectiveness in classifying COVID-19 pneumonia cases. The model has 

demonstrated promising performance, achieving an impressive overall accuracy of 87.35%. This accuracy 

metric, as presented in Table 1, indicates the proportion of correctly classified cases out of the total cases 

evaluated. 

• Precision, Recall, and F1-Score Analysis 

The precision of 89.58% indicates that a vast majority (89.58%) of predicted positive cases are true 

positives. This high precision minimizes the risk of misdiagnoses and unnecessary interventions, ensuring 

that positive cases are accurately identified. 

With a recall of 87.22%, there is a possibility that a small portion (12.78%) of true positive cases might 

be overlooked. While the majority of positive cases are detected, a small fraction may go undetected. 

Investigating potential reasons for this discrepancy, such as data characteristics or model architecture, 

could lead to improvements in sensitivity and ensure that all positive cases are identified. 

The F1-score of 88.39% serves as a balanced measure of precision and recall, highlighting the model's 

effectiveness in accurately classifying both normal and abnormal cases. This balanced metric demonstrates 

the model's ability to maintain a high level of precision while also effectively capturing positive cases. 

• Clarification of Normal vs. Abnormal Classification 

It's important to clarify that our model categorizes each image as normal or abnormal, rather than 

explicitly distinguishing between "normal" and "pneumonia" cases. This distinction ensures that the model 

focuses on identifying any abnormalities present in the images, including those indicative of pneumonia, 

without making explicit differentiations within the "abnormal" category. 

Figure 5 shows the distribution of Abnormal (Pneumonia) and Normal X-ray images in the dataset, 

with 493 classified as Abnormal and 400 as Normal out of 893 images. This data underpins the model's 

accuracy evaluation. 

Classifying these images provides insights into the model's performance, particularly in balancing 

false positives and false negatives. A high false positive rate leads to unnecessary interventions, while a 

high false negative rate risks missed diagnoses, guiding further model refinement. 

The XGBoost model significantly contributes to COVID-19 pneumonia classification, demonstrating 

high accuracy. While enhancing recall is needed, the overall performance suggests promising potential for 

improving diagnostic accuracy and patient care. Further research in AI-powered medical diagnosis 

remains promising. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Distribution of Abnormal (Pneumonia) and Normal X-ray Images 

4.1.4. Comparative Analysis with Existing Research 
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In our study on COVID-19 pneumonia recognition, we conduct a comprehensive comparative 

analysis with methodologies proposed by NourEldeen M. Khalifa et al. [9] and Ieracitano, Cosimo, et al. 

[59], as shown in Table 2. 

Table 2. Comparative Analysis of Proposed and Existing Research Models for X-ray Image Classification 

 

 

 

 

 

 

 

 

Khalifa et al. applied deep transfer learning techniques using AlexNet, GoogleNet, and ResNet18 for 

pneumonia detection in X-ray images, focusing on binary classification between normal and abnormal 

cases. Their approach achieved 78.70% accuracy, primarily targeting pneumonia diagnosis.  

Similarly, Ieracitano et al. developed the CovNNet model, integrating fuzzy logic with deep learning 

to distinguish COVID-19 pneumonia from other interstitial pneumonia types, achieving 81% accuracy 

through image features and fuzzy edge data from various datasets. 

Our proposed XGBoost model surpasses these methodologies, achieving 87.35% accuracy, 

significantly outperforming Khalifa et al. and Ieracitano et al., as presented in Table 2. Additionally, the 

XGBoost model reduced false positives, achieving an F1-score of 88.39%, demonstrating superior 

classification performance, particularly for COVID-19 pneumonia. While our model shows slightly lower 

recall than Ieracitano et al.'s, its specialized focus on distinguishing normal from abnormal pneumonia 

cases, especially in the context of COVID-19, enhances precision and overall performance. 

This study advances pneumonia classification by achieving high accuracy and precision, filling a 

research gap for vulnerable populations. The XGBoost model, developed using Python and Jupyter 

Notebook, ensures data quality, optimizes feature extraction, and enhances performance, offering a 

reproducible framework for future investigations, particularly in COVID-19 pneumonia classification. 

 

5. Conclusion and Future Directions 

This research addresses the critical challenge of COVID-19 pneumonia classification by developing 

and applying an optimized XGBoost algorithm. The study's comprehensive four-phase methodology, 

covering data acquisition, processing, analysis, and model evaluation, effectively demonstrates the efficacy 

of XGBoost in distinguishing between normal and abnormal pneumonia cases. The model's precision and 

recall capabilities are underscored through a comprehensive analysis of key performance metrics, 

including average accuracy scores, recovery rates, and F1 scores. Achieving an accuracy rate of 87.35%, the 

model exhibits proficiency in accurately classifying relevant cases, surpassing the performance of existing 

methodologies. This success can be attributed to the careful consideration of technical intricacies, such as 

architecture design and training specifics, which enhance the model's reliability and reproducibility. The 

systematic framework presented in this study not only advances COVID-19 pneumonia classification but 

also sets the stage for future investigations, especially concerning vulnerable populations. Acting as a 

cornerstone, this research enhances diagnostic accuracy and patient care in the COVID-19 pneumonia 

classification. Ongoing research endeavors are directed towards refining and integrating deep learning 

algorithms into clinical practice, aiming to support informed public health interventions. 

Future research should prioritize enhancing sensitivity, improving recall rates, and validating 

datasets on a larger scale to enhance model performance. Efforts should also focus on broadening the 

model's applicability across diverse demographics and healthcare settings by integrating real-time data for 

continuous optimization and adaptation. 

  

Authors Data Set Algorithm Accuracy 

Khalifa, N. M., et al. [9] 
X-ray 

Images 

Alexnet, Googlenet, 

and Restnet18 
78.70% 

Ieracitano, Cosimo, et al. 

[59] 

X-ray 

Images 
Fuzzy-CovNNet 81.00% 

Our proposed research 

work 

X-ray 

Images 
XGBoost Classifier 87.35% 
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