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___________________________________________________________________________________________________________________ 

Abstract: Due to increasing usage of internet huge volume of data is available online. Main source 

of this gigantic volume of data are social networking sites like Facebook and tweeter etc. It is difficult 

to handle this huge volume of data. This growing data affects business badly. This data is called Big 

Data. There are many tools for Big data analytics in this research our focus is on four Big data tools 

1) Hadoop, 2) IBM InfoSphere BigInsights, 3) High Performance Computing Cluster (HPCC) and 4) 

Apache Spark. In this research I have studied architectures, file systems, shortcomings and solutions 

of those problems. In future this research could be enhanced by running an algorithm on all these 

tools and then comparing the results. These tools can also be compared by setting some parameters.    

 

Keywords: Java Execution Environment; Apache Software Foundation; IBM Workbooks; 

Computing Cluster. 

________________________________________________________________________________________________________ 

1. Introduction 

Information is rapidly evolving and it is very difficult to process such a large amount of information. 

Since the value of data is rapidly increasing, it is becoming difficult to process this data. This volume 

increase has a significant impact on business. The main source of this information is the sharing on social 

media sites such as Twitter and Facebook. This data is called big data [1]. Equipment used [2]. Diversity: 

The generated data is diverse and partly generated from various sources such as web directories, web 

pages, emails, social media sites, documents, and sensor equipment. All data is completely different and 

includes old data, partial data, structured data, and such information. Volume: 

The word "volume" in the word volume means volume. SNs (social networks) provide terabytes of 

data every day, and it is difficult to manage such large data using existing systems [1,3]. Speed: 

When it comes to big data, speed refers to the speed of data through various methods. This feature is 

not only related to the amount of incoming data and the amount of data flow [1,3]. Variability: 

Variability refers to changes in the data flow. As the processing power of social networking sites 

increases, data loading becomes more difficult. The flow of information causes the information to be loaded 

until the end when a clear decision is made [1]. Complexity: 

It is difficult to change, match, combine and clean the data in different parts of the system. It is also 

important to connect and interact with multiple data connections, hierarchies and relationships [1].  

 

 

 

 

Figure 1. 5Vs of Big Data 
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Meaningful results can be obtained from clean data by running many queries on the stored data and 

can also be ranked according to the desired range. Such reports help to reveal organizational differences 

and people can change their minds accordingly [1]. Quantitative Analysis of Data In this study, we focus 

on four famous big data sources such as Hadoop, IBM InfoSphere BigInsights, HPCC and Apache Spark. 

1.1. Hadoop 

Hadoop is an open source software architecture used to store data and process large volumes of 

hardware. Apache Hadoop is a trademark of Apache Software Foundation. Document) System): - 

Document that provides information about products and provides more bandwidth from the team. And 

use this source to configure the user application. Since the theory of universal facts is accepted, these sins 

need to be evaluated according to these standards[2]. Cut was working at Yahoo! at the time. and named 

it after his beloved son who played elephant. ) MapReduce Engine [4] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. A multi-node Hadoop Cluster 

The operational level abstraction and data system are provided by the Hadoop Common Package. It 

contains the Java Archive (JAR) scripts and files needed to install Hadoop. This package provides support 

information and source code for projects involving the Hadoop community [2]. A single master contains 

data nodes, name nodes, task trackers, and task trackers. A slave or worker node serves as both a data 

source and a processing node, but in non-standard implementations it is also possible to have only a data 

slave and only counting slaves. Hadoop requires JRE (Java Execution Environment) 1.6 or later. Secure 

Shell (ssh) must be installed on nodes in the group [5] during startup and shutdown. System failure and 

data loss HDFS creates a view of the name of the memory structure. In this way, a job tracking server can 

manage job scheduling [2]. GraphX extends Spark RDD by creating flexible distributed attribute graphs. It 

is a multi-graph representation with custom attributes for each edge and vertex. GraphX also includes a 

growing set of graph algorithms and generators to facilitate graph analysis tasks. 

It is a query engine that can be used to perform interactive SQL queries on large databases. Allows 

users to switch between correct questions and response times. 

1.2. Tachyon 

A memory-oriented decentralized archive system that allows reliable archive distribution at the 

memory speed of a cluster, just like MapReduce and Spark. The working configuration file is cached in 

memory, thus avoiding disk hits and multiple reads of the file. This way, the cached data can be accessed 

from memory quickly by different operations/queries and transactions. Spark can be used to monitor data 

stored in the Cassandra database via the Cassandra Connector and perform data analysis on this data [18]. 
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Figure 3. HDFS (Hadoop Distributed File System) 

 

2. Materials and Methods 

This section describes the history, function and background of big data. Software framework. Big data 

processing and faster processing are two important functions of Hadoop. information. In its early days, 

scientific results were overwhelmingly negative. However, as the number of web pages increased from a 

few to millions, automation was needed. Search engines began to grow rapidly (Yahoo, AltaVista, etc.) and 

web browsers were born. The main purpose is to use distributed information and computing on different 

computers to quickly reach web search results. In this way, many tasks can be done in parallel. At that 

time, Google was also successful. It is based on the same concept as Nutch. , The web browser, processing 

and distribution computing part was developed as Hadoop, and the web browser part was kept as Nutch. 

The name Hadoop is derived from Cuting's son's toy elephant. In 2008, Yahoo released Hadoop as an open 

source project, and the Apache Software Foundation (ASF) now manages and maintains the Hadoop 

family of systems and technologies. It is an international community of software contributors and 

developers [19]. information. As the volume and variety of data continues to increase, Hadoop has become 

indispensable to many organizations thanks to the use of social media and computer technology. 

Other factors include 

Low cost. It opens up and uses hardware to store large amounts of data. Thanks to the decentralized 

business model, a lot of information can be processed quickly. You can use additional codes to make the 

work more powerful. The system can be expanded by adding nodes, which requires very little 

management. Unlike traditional relational data, data does not need to be preprocessed before being stored. 

This can include intangible information such as text, video, and images. As much data as needed can be 

stored and we can choose how to use it later. Applications and data processing are protected by the 

inconsistency of device collisions. If a node fails, tasks are transferred to other nodes to ensure that the 

partition calculation does not fail, maintaining multiple copies of all data. Self-healing is implemented by 

the strangely known NameNode. 

Hadoop is also considered as the next big data in many organizations, but the main purpose of 

Hadoop is to access more millions of web pages and return the relevant results[19]. It is built on Apache 

Hadoop, which uses IBM Big Data, and has parallelism, security, performance and management 

capabilities. IBM Workbooks is an excellent reference language for data exploration. BigInsights can 

analyze data with its natural structure, without insisting on a model/idea, and allows for rapid analysis. 

divided. The Basic edition is the entry-level free edition that can help companies learn big data. When users 

are ready to analyze data, it is best to upgrade to the Enterprise Edition; a Hadoop cluster can be set up in 

about 30 minutes with a minimum usage of $0.60 per hour per cluster. Both the Enterprise and Basic 

editions include a developer sandbox where users can create new business transaction systems. 
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2.1. Apache Spark 

It is an open-source big data model. Its main features are speed, ease of use, and advanced analysis. It 

was first developed by UC Berkeley's AMPLab in 2009 and later developed by open source Apache in 2010. 

To meet the needs of processing big data, a large number of datasets (image files, text files, etc.) and data 

(time-course data and batch data) have different properties and combinations here. Complete the 

framework. Write quickly in Python or Java. It has over 80 active workers and you can request information 

in the shell. These functions can be used offline or they can be linked to run on a reference file. . Spark's 

performance is faster than previous big data technologies for two main reasons: near-term processing 

capability and in-memory data storage. . It provides higher level APIs to improve developer performance 

and reliable design for big data. 

 

 

 

 

 

 

 

Figure 4. Spark Architecture 

 

3. Discussion 

Big data has many strengths but also some disadvantages. This section discusses the shortcomings of 

big data. Also, the recipe and process need to be repeated every time, even if there are minor changes in 

the ideas. 

1. Incremental Computing: Many online collections evolve gradually as new items are added and 

existing items are removed or released. It seems that the results of such results and the rapid results in 

processing additional information (like Google's PageRank) are leading to the latest changes today, but 

the gains from simple projects have not increased at the expense of social structure. MapReduce and, 

more importantly, require programmers to use special dynamic implementations, increasing the 

algorithms, ultimately increasing the complexity of the algorithm and code. For example, someone 

collecting data and information on LinkedIn is sufficient in MapReduce. If a person is following a 

group, now the user’s profile is only updated, so the reference will be counted again, which is not a 

good way [20]. 

2. Low-level procedures and standards. Using this tool requires skill in low-level operations. 

3. Strict batch 

4. Hadoop processes the job serially, thus reducing its speed [21]. 

5. Time Drift 

Time skew is the phenomenon that the clock signal sent by the clock in the synchronous circuit arrives 

at different instances at different times [21]. 

Due to the distributed environment of Hadoop, it is difficult for a cluster to distinguish between faulty 

and failed nodes. Many innovations have been made in areas such as error tracking and analysis. 

Hadoop MapReduce framework has both heterogeneous problems and failure problems. However, 

the hypothetical execution mechanisms and built-in fault tolerance are useful to some extent. The lack of 

suitable algorithms is the cause of different problems, and searching for slow and failing jobs requires 

restarting the failing job from scratch. For analysis: 

Multiple copies of large files: Since HDFS is not designed with performance in mind, multiple copies 

of files will be created. There are usually at least three copies of the document. Due to the need to maintain 

data in the field while maintaining performance, we often see 6 copies of the required data, which is by 
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definition "large". SQL support is very limited. They often lack basic SQL functions such as "group by" 

analysis subqueries, etc. 

Error: HDFS has no idea about the query optimizer and therefore cannot choose the optimization plan 

based on the value. Therefore, Hadoop clusters are usually larger than required for similar data. 

Process Challenges: The MapReduce framework is very complex to handle beyond simple 

transformations. There are some open-source mods that try to simplify this, but they also use proprietary 

languages. 

No skills required: Using beautiful data is only part of the Hadoop project conflict and in any case 

requires expertise on the decentralized MapReduce highway to grow with the knowledge of the algorithm 

itself [23,32]. 

3.1. HPCC (High Performance Computing Cluster) 

HPCC (High Performance Computing Cluster) is an open data center from Lexis Nexis Risk Solutions. 

Some of its shortcomings are: 

1. HPCC is a word-based design, if one fails the whole cluster fails. ECL is a complicated version of SQL. 

There is a lot of syntax that simply doesn't make sense or is unnecessary. Modern software practices 

(like unit testing) are not available. 

2. ECL has many ills. Too much time is wasted. There are no unit tests and real-time checks in the 

interface. 

3. It loses its "introduction" feature when you have to explain every step you want to take. 

4. The price is high. It has a free version but it has many problems where you have to buy a license. 

Nobody wants to develop like this because most developers prefer to use their own preferred IDE 

(Eclipse, VIM, emacs, etc.). 

5. Performance is a product. ECL code is based on Hadoop which goes beyond the original ECL code 

with 20% less hardware. This does not mean that Hadoop is faster but it means that the performance 

is mostly up to the developer.) without public support. Looking at Jira systems there are 10 developers 

on the list. 

6. There is no unity. No one is writing new technologies for HPCC. All new work is still being done on 

Hadoop [26]. 

 

4. Comparison of Tools 

Table 1. Tools Properties 

 

 

Tools 

Properties 

Recovery Failure 

Tolerance 

Security Processing File System 

Apache 

Hadoo

p 

It has rack-aware 

system to recover 

the crashed nodes 

[16] 

It uses 

speculative 

execution 

for failure 

tolerance 

[17] 

By default, 

non-secure 

mode but 

authentication 

can be 

provided by 

secure Data 

Nodes and 

end user 

accounts [30] 

It has serial 

processing but 

batch 

processing is 

also possible 

with its 

MapReduce 

[2] 

It has distributed 

file system called 

HDFS (Hadoop 

Distributed File 

System) [4] 

IBM 

InfoSp

here 

BigInsi

ghts 

For recovery it 

have InfoSphere 

Information 

Server [13] 

Infosphere 

Streams 

helps in 

failure 

tolerance 

[13] 

Security is 

enhanced by 

LDAP(light-

weight 

directory 

access 

protocol [13] 

It supports 

batch and real 

time 

processing 

[13] 

It is based on 

HDFS [13] 
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5. Conclusion 

The previous section discussed the shortcomings of big data and in this section we will provide 

solutions to these problems. 

5.1. Hadoop 

Hadoop is a big data infrastructure and is used by many large organizations. In the previous section 

we discussed some shortcomings of Hadoop, in this section we will provide solutions to these problems. 

It shows the growth rate of many time records. It seems that the value of the results is to make the latest 

changes in fast and continuous data work (like Google's PageRank) today, but the results are relevant at 

the expense of simple operational standards that cannot be used at the cost of social relationships. . 

MapReduce and more importantly requires programmers to use special dynamic applications, increase the 

algorithms, ultimately increasing the complexity of the algorithm and code. For example, someone 

collecting data and information on LinkedIn is enough in MapReduce. If someone follows a group, the 

reference will be recalculated because the user's profile has just been updated, and this is not a good way 

[21]. 

 

6. Recommendations 

Some caching should be done at the secondary level. But it is only a cache when the user is using the 

data or data in very large blocks or data with many connections and objects. This is true because the feature 

map will be fed by the job tracker. Since the cache is made for large chunks of data that change very little, 

we can stop the map and reduce the job every time in the same way. This will definitely save resources 

and time. 

This cache will be divided into three levels like performance, performance-based and hardware-based 

(worst). Job-based cache is like a job based on the number of times a particular job is completed [21]. . Using 

this tool requires skill in low-level operations. 

Solution: Learning and working with Hadoop is no longer difficult. There is a tutorial on Hadoop’s website 

that provides all the details of the tool and online training is also available to teach users how to use 

Hadoop better. as it works, its speed decreases. 

Solution: Hadoop’s MapReduce framework overcomes the problems of batch processing. In MapReduce, 

tasks are set to different variables and then reduced, so the processing is instantaneous. Alarm clocks reach 

different nodes. 

Solution: Unequal processing time of Hadoop cluster nodes causes time skew. This problem can be solved 

by Skew Tune. Skew Tune essentially rebalances the load across nodes. Skew Tune is ideal for reducing 

physical skew in MapReduce systems. 

Skew Tune continuously checks the user’s work and finds conflicts that delay the completion of the 

job. If such a task is detected, the task is stopped and its unprocessed objects are returned to their default 

state. Repartitioning is only possible when there are empty nodes. If there is no face time skew, there is no 

additional overhead in skew adjustment. If there is no fault, the overhead it carries is negligible [23] 

Fault Tracking: Due to the distributed environment of Hadoop, it is difficult to group to distinguish fault 

from fault. Many innovations have been made in areas such as fault tracking and analysis. and logging. 

Once the processing is complete and the data is collected, the batch will stop. This recorded data is used as 

input to the engine analysis module and used for analysis. Once the job is complete, the test engine 

generates a detailed human-readable report. This report provides complete information on the total 

duration, number of operations, and total bytes transferred. All jobs are represented in a completed form 

that reports their start time, associated HDFS jobs, job type, and additional details. The report shows the 

details of the entire process. It shows the total number of reduce operations, map operations, and the total 

number of bytes transferred. If a failure occurs, the results of the engine analysis are used for fault 

monitoring and analysis to understand the failure mode. This system actually uses a comparative model. 

First, search for the token of interest, then analyze the logs and match patterns to identify the token and its 

related information. 

Limitations of Big Data: Today’s business needs are to process big data and provide rich analytics at 

a scale that businesses can afford, at a balance of speed and cost. Automated configuration is designed to 

command some small files. While Hadoop is useful in handling and organizing large data sets, it does not 

follow the rules of analysis. As the size and breadth of data increases, the business potential of big data 

analytics also increases. Companies are aware of this and are looking at analytics platforms as a balance 

between Hadoop’s data intelligence and processing capabilities. 
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