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________________________________________________________________________________________________________ 

Abstract: Finger vein recognition is an emerging field that holds a lot of promise for security-

sensitive applications.  However, most of the past work in this field is dominated by 

computationally ex- pensive and complex algorithms. In this paper, a new yet simple technique is 

presented for the preprocessing of finger vein images for biometric authentication. Adaptive 

histogram equalization, gamma correction, image sharpening, multi-filtering, and contrast 

adjustment constitute the basic steps of this method [AHistGSFC]. For feature extraction, the 

Histogram of Oriented Gradients [HOG] is used, and the K-nearest neighbor for the recognition. 

The main contribution of this research is the introduction of a new preprocessing algorithm that is 

not only efficient but also has a very low computational time and has given superior results to deep 

learning approaches on the same data set. 6 fold cross-validation was used for evaluation. The 

middle fingers of both hands were found to be the most discriminative, giving 99.06% accuracy and 

0.0086% EER. Using all fingers provided in the database, we get 96.96% accuracy and 0.0304% EER. 

Results were also computed for 3-fold and 2-fold cross-validations for comparison with previous 

works with that data division. The proposed method gives better results than the latest state-of-the-

art algorithms in this field. 
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________________________________________________________________________________________________________  

1. Introduction 

Most commonly employed biometrics [face, hand geometry, fingerprint, iris, gait, signature, voice, 

keystroke pattern] are prone to forgery and intruder at- tacks [1; 2]. This has led to the demand for a more 

secure yet user-friendly biometric authentication system [3]. Vein [finger [4], wrist 5, and palm [6]] 

authentication is an emerging technique in this field. Vein data is more difficult to forge or obtain without 

consent. Vein images are acquired by near-infrared optical imaging. Infrared light is used to illuminate the 

part of the body with required vein patterns.   It may be a finger, wrist, hand dorsal side, or other parts.  

Hemoglobin in the blood absorbs infrared radiation.   This makes the veins appear slightly darker than 

the surrounding muscle background [7]. 

In finger vein recognition, the prevailing feature extraction methods can be divided into two types [8] 

non-vein pattern-based and vein pattern-based techniques. The former extracts features from the finger 

vein image as a whole, and the latter seeks to extract the exact shape of the vein architecture. 

Initially developed algorithms in this domain faced difficulty dealing with low- quality images and 

inadequately designed finger vein sensor devices cite9. Most existing methods face limitations linked to 

weaknesses in preprocessing algorithms or feature extraction steps. In the case of a naıve preprocessing 

stage, a sophisticated feature extraction algorithm must be deployed, which can put a computational strain 

on the system. On the other hand, if the preprocessing stage is efficient, then that can give a clear image of 

the vein pattern, and even simple feature extraction algorithms can work well. It is a point of great intricacy 

to strike just the right balance between the sophistication of the preprocessing stage and its computational 

efficiency/speed. This is what we have aimed for in this research. Our prepossessing algorithm consists of 
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6 steps. Each step is computationally very efficient, and the complete procedure just takes a fraction of a 

second, rendering it highly feasible for practical deployment. The results we have achieved are comparable 

to those obtained by the latest works involving computationally heavy processing, such as deep learning, 

where the model needs to learn very slowly to converge into the minor details for each category [3]. 

This research aims to develop a reliable system for finger vein identification and verification that uses 

computationally light algorithms for image preprocessing, feature extraction, and 

classification/verification. Experimental results show state-of-the-art results are attained using the 

proposed preprocessing algorithm with simple low-level feature extraction, Histogram of Gradients 

[HOG], and with the most basic of classifiers, i.e., K- Nearest Neighbor [KNN]. 

 

2. Literature Review  

Several personal identity verification methods have been utilized using biometric verification in the 

research community, including recognition by extrinsic features like fingerprint [45], palm, iris, and face 

[46] or by adapting verification by way of utilizing fundamental characteristics like the vein of a finger, 

hand, palm.  However, verification using a finger vein or hand or palm vein propounds a progressing 

level of security as they are difficult to duplicate or to be used without the users’ permission. Vein images 

are often taken using near-infrared- based optical imaging techniques [47] as the hemoglobin present in 

the blood absorbs the infrared rays showing the veins as a unique black web of veins distinctive to every 

user. 

Different machine learning approaches have been used for finger vein recognition, such as K-nearest 

neighbor, fuzzy logic [48], and neural networks. These algorithms perform feature extraction and matching 

of the biometric after processing the feature dimensions. Although these approaches have demonstrated 

effective performance, they proved to be efficient in both feature extraction and processing part and match 

the finger vein biometric of the user. 

Still, in most cases, the methods used to verify or match users’ biometrics [49] are conventional and 

have a noticeable error rate compared to modern state-of- the-art machine learning techniques. On the 

other hand, conventional methods when discussing biometric verification tend more to be hacked or offer 

less security to the user as the error rate could differ depending on the approach hence leaving a blank 

space for the danger of duplication of the user’s personal bio- metric without his/her consent. 

Following the success of machine learning algorithms [50] in the biometric identification field, deep 

learning [51] has also been used as it offers an enormous level of accuracy, recall, and precision but 

jeopardizes the computational complexity as it uses many layers of filters for a different kind of process 

such as feature extraction resulting in slow processing in comparing with machine learning algorithms. In 

the deep learning approach, convolutional neural networks [CNN] [52] were used to process the finger 

vein images in both feature extraction and matching process, which gave a quite superior accuracy 

approaching almost 100%, this accuracy percentage endorses to adopt deep learning methods in different 

biometric identification as these algorithms demonstrated to be state of the art when discussing regarding 

accuracy precision and recall combinations. 

 

3. Dataset 

Many researchers have tested their finger-vein authentication algorithms on in- house datasets, 

making it difficult to compare with new research [3]. We, there- fore, used a publicly available database of 

finger vein images to test our algorithm. There are many open-source databases of a finger vein, but nearly 

all researchers agree that the most difficult one concerning preprocessing is the SDUMLA-HMT database 

[10; 11]. This has been attributed to many low- quality images and the small finger area in the images [12]. 

It has many non- ideal images, and for each finger, varying degrees of translation, shift, and rotation exists 

between samples captured [13]. Images here are captured in an uncontrolled way, thus making it more 

challenging to conquer [10]. 

This extensive database consists of different types of biometric data, for example, face, finger vein, 

fingerprint, iris, and gait. A total of 106 persons participated in data volunteering. Images are encoded 

in”BMP” format with a resolution of 320 × 240. The total size of the finger vein database is around 0.85 GB. 

Some samples images from Table 1 SDUMLA-HMT database are shown in Figure 1. 
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Figure 1. Sample images from the SDUMLA-HMT database 

Table 1. SDUMLA-HMT database 

Stats SDUMLA-HMT database 

Number of persons 106 

Number of hands 2 

Number of fingers 3 

Number of images per finger 6 

Total classes if by considering each person as a class 106 

Total classes if we consider each finger as a class 636 

4. Methodology 

The first step toward finger vein authentication is preprocessing the raw database image. In this 

section, first, we will discuss the preprocessing steps in detail, then the feature extraction, and finally, the 

classification and verification stages. We will discuss all preprocessing steps and visualize them following 

the sample image from the SDUMLA database shown in Figure 2. 

4.1. Preprocessing 

The basic steps in the preprocessing are Adaptive histogram equalization, gamma correction, 

sharpening of the image, filtering, and contrast adjustment. So for simplicity, we call it the AHistGSFC 

algorithm. 

 
Figure 2. Image from SDUMLA database 

⚫ Step 1: Detection and cropping of the finger region 

The approach mentioned in [15] is used to localize the finger region using a mask filter. The Finger 

region was normalized, and texture was extracted from it. It is based on the principle that the finger region 

is brighter than the back- ground region since infrared light passes through it. The mask used to segment 

the finger region is shown in Figure 3. 

For each x-position, the masking value is calculated in the y-direction. The point where the masking 

value gets maximum is the boundary of the finger in the y-direction [16]. After the finger region is localized 

using masks, we crop the detected finger as depicted in Figures 4 and Figure 5. 
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Figure 3. Masks for localizing the finer regions of the captured images.  [a] Mask for detecting the upper 

region of the finger. [b] Mask for detecting the lower region of the finger. 

  

Figure 4:  Finger mask  Figure 5: Cropped detected finger 

⚫ Step 2: Contrast-Limited  Adaptive  Histogram  Equalization  [CLAHE]  

CLAHE is used as a next step, we perform Contrast-Limited Adaptive Histogram Equalization 

[CLAHE] shown in Figure 6. [17] With uniform distribution on the detected finger region. Simple adaptive 

histogram equalization [AHE] may result in noise over-amplification. CLAHE works to prevent that [18]. 

CLAHE tunes the contrast of an image to bring out the minute details hidden in darkened pixels. CLAHE 

is robust in dealing with non-uniform light conditions, especially in biomedical images [19; 20; 21]. 

Figure 6. Contrast-Limited Adaptive Histogram Equalization 

⚫ Step 3: Gamma Correction 

Gamma correction [22; 23] is applied as the next step. It performs a nonlinear manipulation of pixel 

intensities to enhance the dynamic range of pixels. Details are further enhanced as underlying information 

is highlighted to improve visibility and quality [24; 25]. It steers the average brightness of the image to the 

desired direction in a much better way than histogram equalization [15]. The homogeneity of the co-

occurrence matrix is minimized to optimize the local gamma values of the original pixels. 

CLAHE, when followed by gamma correction, has proven to give good results on other kinds of 

medical images as well [26]. In our experiments, we found that the best recognition results were obtained 

when the value of the gamma parameter was kept to 4. Gamma correction is shown in Figure 7. 

Figure 7. Gamma correction 

⚫ Step 4: Image sharpening 
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The gamma-corrected image was then sharpened using the un-sharp masking method. Sharpness is 

the contrast between different colors, and image sharpening is a means of improving this contrast [27]. It 

can bring out the image information that is otherwise missed by the naked eye [28]. In the un-sharp 

masking technique, an un-sharp [also called blurred] version of the image is subtracted from itself to bring 

out the edges to create an edge mask. The edge contrast of the original image is improved by using this 

edge mask. 

An un-sharp mask is produced by spatially filtering the image with a Gaussian filter. This filter can 

be treated as a convolution operation of an image with a kernel mask.  The standard deviation of the 

Gaussian low-pass filter was kept to 6 in our experiments. This value controls the region’s size around the 

edge pixels influenced by sharpening. A significant value sharpens wider regions around the edges, 

whereas a small value sharpens narrower regions. The strength of the sharpening effect was kept to be 5. 

The sharpened image is shown in Figure 8. 

 
Figure 8. Sharpened image 

⚫ Step 5: Multi filtering 

The sharpened image is then passed through a median filter followed by a Weiner filter. The 

superiority of this multi-filter approach is that it effectively removes random noise while preserving thin 

lines and edges of the original image [29] shown in Figure 9. Median filtering is a nonlinear process that 

reduces noise impulsive noise and salt-and-pepper noise. In a median filter, a window slides along the 

image, and the median intensity value of the pixels within the window becomes the output intensity of the 

pixel being processed [30] shown in Figure 10. 

  

 

Figure 9. Multi-filter [29] Figure 10. Weiner Filter 

⚫ Step 6: Contrast Adjustment 

As the next step, the perceptual quality of the multi-filtered image was enhanced by adjusting contrast 

[31] shown in Figure 12. 

 

Figure 11. Contrast adjusted image 

4.2 Histogram of Gradients [HOG] Feature extraction  

The next stage is preprocessing. The algorithm used was the Histogram of Gradients [HOG]. This 

technique is sensitive to the shift and rotation of images [32], thus making it a suitable low-level feature 

descriptor. 

The image is first divided into small portions called ’cells.’ For each cell, HOG counts the occurrences 

of edge orientations in the neighboring local region [34]. For ’unsigned gradients,’ histogram channels are 

spread evenly over 0- 180 and for ’signed’ over 0- 360.  The histogram counts are then scaled to 
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compensate for the effect of illumination. This is accomplished by adding the measure of energy for each 

local histogram over the larger connected regions. In this way, all the block-cells are normalized.   These 

combined histograms make up the HOG feature vector for a given image. 

Scale-space extrema detection is used to extract features from only the key- points [34]. This makes 

the algorithm immune to scaling and rotation effects in case of rotation normalization.  Next, an 

Orientation assignment is used to find the dominant gradient orientation. As the final step, a feature vector 

is compiled by considering all orientation counts in the computed dominant direction of gradients. 

Gradient directions for a sample image patch are depicted in Figure 13. 

 
Figure 12. Example HOG descriptors, patch size=8 8. Each cell of the patch shows the orientation of 

the gradients. 

So a HOG feature descriptor contains information about histograms of slopes of object edges in an 

image. It will yield better results for a preprocessed image with enhanced texture and sharpened edges 

than for an unprocessed image. This is why HOG feature extraction was preceded by the six-level 

preprocessing described above.   If k is the total number of overlapping blocks in an image, then the HOG 

feature descriptor can be represented by the equation [35]: 

V HOG= [F 1, F 2, F 3, F k] 

Here F is the normalized block vector of ith block. Bins make up a cell, and cells make up a block. If C 

represents the total number of cells in a block and B represents the total number of bins in a cell, then: 

F i= [h [1,i],h [2,i],h [3,i],h [C*B,i] ] 

The article in [35] illustrated this process in Figure 14 using a sample image of size 32x32. 

 
Figure 13. [a] Sample image [b] Visualization of gradients. Each block [red outline] contains four cells 

[white outline] [c] Process of generating HOG feature vector [35] 

In the proposed algorithm, when HOG is applied to a preprocessed image, we get the results shown 

below: 

Figure 14: Visualization of extracted HOG features 
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5. Results 

The main aim of this study is to provide an image preprocessing algorithm that is strong enough to 

give good authentication results even on low-level features like HOG and the simplest of all classifiers, K 

nearest Neighbors [KNN]. It is a computationally simple algorithm that requires no explicit training stage 

[36]. It is intuitively simple and gives good performance for practical purposes [37]. We used one nearest 

neighbor in our experiments. 

SDUMLA database was used to test our algorithm because it has been regarded as the toughest of all, 

as described in the database section of this paper. A stratified 6-fold cross-validation was done to evaluate 

the results. The experimental computations were performed on a core i7 processor with 8 GB RAM and a 

64-bit version of Windows 10. The parallel computing feature of MATLAB was used to run the 

experiments, which significantly reduced the execution time. The average time to preprocess an image was 

0.016190 seconds. 

Two basic types of classification problems are dealt with in this research: 

1. The first one, simply the person’s ID is recognized. This is our actual problem and is the one 

addressed in all major research that has taken place in this domain. There are a total of 106 classes in 

this setting. 

2. In the second classification problem analyzed, not only the person ID was recognized but also the 

hand and finger type, that is: 

(a) Person ID 

(b) Hand type [right/ left] 

(c) Finger type [middle/ ring/ index and their combination]. 

It can also be regarded as a person classification problem where each finger of each hand is assumed 

to have come from a unique individual. There are a total of 106*2*3 = 636 classes in this experimental 

setting. Experiments showed a mere difference of only + -1% in the results of these two experimental 

scenarios. This goes on to stress the robustness of the proposed technique. It gives highly accurate results 

even if the number of classes is in- creased from 106 to 636. This is of paramount importance as far as real-

world applications go since they need to be designed for many users. Extensive and in-depth 

experimentation was conducted for the two experimental setups described above. Results are summarized 

in figure 15. 

 

 

 

 

 

 

 

 

Figure 15. Experimental Results on Stratified 6 Fold Cross-Validation 

From Table 2, it can be observed that the middle finger of each hand is the most distinguishable in 

terms of identification and verification. If only the middle finger of either hand is used for enrollment and 

testing, that gives a near-perfect system with more than 99% accuracy and negligible EER.  These results 

are in agreement with [38] concerning the fact that if multiple fingers are used to identify a person, the 

system performance may be quite different than when users use different fingers to do recognition. 

To present a fair comparison, we have compared our results against some latest works that performed 

stratified 6- fold validation on the same SDUMLA database shown in figure 16. Some authors have 

evaluated their methods on 3-fold and 2-fold cross-validations on the SDUMLA database. To compare our 

results against theirs, we performed two other rounds of experimentation with the same k-validation to 

present unbiased comparisons. 
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From the above table, we can see that the proposed method surpasses even Deep learning [34; 14] in 

terms of EER results. It gives not only better results but also computationally faster. The CNN method of 

[14] uses preprocessing, the CNN method of [40] did not use the preprocessing stage, and the method for 

CNN training is computationally heavy. Our proposed method, on the other hand, uses lightweight 

preprocessing, and the training stage imposes a minimal strain on the system in figure 17. 

Figure 16. Comparison of Latest Research Works that Treated each Finger as a Separate Class (636 

classes) 

Figure 17. Average Computational Time for a Single Image 

 

6. Conclusion 

This paper proposes a computationally simple yet highly efficient method to preprocess finger vein 

images. The preprocessing approach is built upon CLAHE. It successfully creates a unique preprocessed 

image with nearly the same structure for each registered class. The enhancement algorithm is robust 

enough to give similar-looking images for each class. We validated our algorithm on the SDUMLA 

database, which has images of poor quality, and same-finger samples also suffer from substantial shift and 

rotation. HOG feature extraction is sensitive to the shift and rotation of images [32]. This leads to HOG 

being a suitable low-level feature descriptor for the purpose. K- Nearest neighbor was used for evaluation 

because we wanted to check the algorithm’s efficiency on the simplest classifiers. It was observed that the 

middle fingers are the most distinguishable for any hand with SDUMLA data. The most striking feature 

of this algorithm is that this method involves no complex computation. A set of basic preprocessing steps 

has been formulated that, although all lightweight in terms of computational complexity, gives excellent 

results without any high-level feature extraction and deep learning. Future work can use some high-level 

techniques of feature extraction and classification with the described preprocessing algorithm to improve 

accuracy given the suggested preprocessing algorithm of AHistGSFC. This algorithm may also be tested 

for other types of vein images like wrist, palm, and dorsal hand veins in future extensions of this work. 
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