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Abstract: The quick advancement of the internet facility and rapid uptake of social networking sites 

like Twitter and Facebook has led to the generation of an extensive amount of data never seen 

previously in the history of humanity. Users are producing and disseminating more content than 

ever because of the widespread use of digital platforms, some of which are false and spreading 

wrong narratives. Accurate categorization of textual documents as fabrication or falsehood is a 

complicated job. The majority of the research emphasizes certain databases or topics, most notably 

the area of politics. As a result, the trained approaches perform effectively on a specific category of 

documents field and do not generate robust performance when evaluated to articles from other 

areas. We proposed a solution to the false news identification task in the presented study by 

combining NLP and machine learning technologies. In the first phase, the data is pre-processed by 

employing steps like removing null, duplicate, values, and punctuation marks. After this, the clean 

data is converted into numeric representation using a count vectorizer (CV) and Tf-Idf vectorizer. 

While for the classification task, we have used the SVM classifier. Our proposed solution performed 

well and catered to all possible fake news domains. 
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1. Introduction 

The great revolution in machine learning (ML) and the internet has linked people socially around the 

globe with the help of various social sites like Facebook, Twitter, etc. Such platforms have caused a massive 

increase in the amount of generated data which is never observed before [1]. In addition to other applica-

tions, media organizations benefited from the extensive usage of social websites by giving their customers 

access to up-to-date news almost instantly [2]. News outlets, magazines, and periodicals gave way to dig-

ital news sources, websites, social feeds, and other online publishing mediums as the news channels 

changed. Users now have more access to the most recent information at their fingertips [3, 4]. 70% of visi-

tors to newspaper sites come from Facebook recommendations. In the present era, these social network-

ing sites are very effective and helpful for enabling people to talk, exchange, and start discussions 

about politics, schooling, and healthcare [5]. However, certain groups also exploit these channels nega-

tively, frequently to obtain financial advantage and occasionally to influence public opinion, affect people's 

attitudes, or propagate irony or ridiculousness [6]. Fake news is the term used to describe the such situa-

tion. In the past ten years, there has been a sharp rise in the dissemination of misinformation, which was 

most visibly seen during the 2016 US elections [7]. Numerous issues have arisen due to the wide spreading 

of untrue information online, affecting not only political but also entertainment, healthcare, and research 

areas [8]. The stock markets are among such arenas where such news impacts because a rumor can have 

terrible results and even stop the trade in its tracks. 
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To cope with the issues of fake news propagation among people, researchers have proposed several 

approaches to recognize real and fake news correctly.  One such method is presented in [9], where a model 

named the FNDNet is proposed that  [1] uses the Kaggle fake news repository and shows better categori-

zation performance for ML classifiers from the historical approaches. In this work, the technique empha-

sizes exclusively the vector space key points where the work used the GloVe approach for encoding the 

sentences in a feature descriptor of size 100 as an input for FNDNet architecture. The FNDNet architecture 

follows an attuned Convolutional Neural Network (CNN) network by joining three consecutive convolu-

tional layers accompanying dense layers. The work shows better fake news recognition ability. However, 

suffering from a high computational cost. For the future, they suggest the use of multi-model word em-

beddings. Another approach to detecting fake news is presented in [10] that is compared with the Logistic 

Regression (LR), Naive Bayes (NB), SVM, Random Forest (RF), and Deep Neural Network (DNN) classifi-

ers. They used the standard text pre-processing from the natural language processing (NLP) domain (such 

as stemming, removal of stop words, etc.) to perform experiments on the LIAR dataset. As a result, they 

confirmed that deep neural network-based techniques outperform traditional machine learning methods. 

Another deep learning-based approach is proposed by [11] that is also compared with various models 

using vector space representation as TF-IDF. They implemented CNN, LSTM, NB, Decision tree, RF, and 

K-Nearest Neighbours (KNN). The performance of the algorithms decreased respectively to the mentioned 

order. The best performance was reached when combining CNN and LSTM confirming the findings of 

good performance of deep learning models. For the data, they used a combination of Kaggle datasets.  

Another approach using the idea of Ensemble frameworks is presented in [12], in which they used 

vector space representation and stylometric key points. In this case, the stylometric key points are distrib-

uted into 3 different feature subdivisions. The first one contained several distinctive instances, complica-

tions, the number of Gunning-Fog index, characters containing whitespaces, Flesch-Kincaid readability 

value, etc. The second subgroup contains key points from the employed database that are further distrib-

uted into given phases: Amount, Terminology, Syntax, Flesch-Kincaid value, Vagueness, etc. The third 

phase consisted of a write-print feature set for authorship in short manuscripts with features: Character, 

phrase, grammatical, Organizational, and content. For vector space representation, the work used several 

options bag-of-words (BoW), TF-IDF, continuous BoW that estimates the word from the available context 

utilizing neural network (NN), and skip-gram (SG) that also forecasts the coming related word, both using 

Word2Vec and FastText tools. Feature selection is used on both types of features. Stylometric features are 

selected by re-cursive elimination of the weakest key points. In word vector space features, vocabulary is 

lessened by lemmatization and stopping together with Chi-square tests for key points nomination. As clas-

sifiers, several conventional ML classifiers are used to perform the categorization task with the employ-

ment of the boosting approach to optimize the behavior of classifiers. The best overall accuracy is received 

with the Gradient boosting using CBoW Word2Vec embeddings, outperforming all the non-ensemble ma-

chine learning algorithms. However, it is noteworthy that CBoW representation improved the performance 

of non-ensemble algorithms. 

Information credibility on Twitter is assessed by an approach presented in [13] that focuses on the 

trustworthiness of the information spread over the social network. The work [5] defines social networking 

trustworthiness as a characteristic of content that can be verified only utilzing information from social 

media. In [14] the focus on the use of cognitive psychology to determine the propagation of misrepresen-

tation on social websites is performed. In the algorithm, they segregate retweets and draw a retweet graph 

for each of the sources. Then calculates, the Gini index for the measurement of dispersity and for the pattern 

of the retweets for the given source. A low Gini index (below 0.5 thresholds) means low reliability of the 

source. Lastly, they compute the acceptability score employing the PageRank algorithm, and it is looked 

at as true news if it is above the threshold. 

Mykhailo Granik et al. [15] proposed an efficient model to classify fake news employing the naive 

Bayes approach. This approach is implemented as a software application and evaluated on a data set con-

taining news from Facebook social websites regarding the domain of politics. The data is collected from 3 

large Facebook communities, along with 3 nominative popular political news websites i.e., BBC news, Po-

litico,  and CNN, respectively. The work has attained a classification result of about 74%, which requires 

further improvements. The major reason for the decline of classification results is due to the imbalance 

data samples issues of the employed dataset, as only 4.9% of samples are manipulated. Another approach 

is discussed in [16], which presents a model employing various ML approaches that tackle different issues 

containing accuracy deficiency, time interval (BotMaker), and huge computational complexity to deal with 



Journal of Computing & Biomedical Informatics                                           Volume 04  Issue 01                                                                                         

ID : 85-0401/2022  

extensive set of news in minimum time. Initially, a set of 400,000 news samples are taken from the HSpam14 

dataset containing data from political area. The taken samples are classifier intro real and fake classes. In 

addition to the Top-30 terms from the Bag-of-Words approach that offer the largest performance gain, the 

work also deduced several lightweight properties. The model outperformed the prior approaches by about 

18% and reached an accuracy of 91.65%. 

After a thorough investigation of the literature, here we can formulate our problem statement of this 

research: Both supervised and unsupervised learning approaches have been used numerous times in the 

existing fake news database to classify the material. However, a large portion of the study concentrates on 

particular databases or subjects, most prominently the field of politics.  As a result, the trained approaches 

perform better on a certain type of document's areas and do not produce effective classification scores 

when tested on documents from other areas. Because each domain's articles have a distinct written format, 

it is challenging to train a general approach that performs well on all types of news articles. In this study, 

we present a framework for false news identification by combining NLP and machine learning technolo-

gies. After performing the pre-processing step, we computed features by using two techniques named the 

count vectorizer (CV) and Tf-Idf vectorizer. The extracted features are used as input to the SVM classifier 

to perform the classification task. We have confirmed through the performed experiments that the CV 

features with the SVM classifier are robust to recognize real and fake news. Koloski et al. [17] proposed an 

approach for fake news classification by exploring how different document representations, ranging from 

simple symbolic bag-of-words to contextual, neural language model-based ones can be used for efficient 

fake news identification. The work concludes that knowledge graph-based representations alone are too 

generic for jobs where short texts are the primary input type. However, it has been demonstrated that 

adding more contextualized and analytical information about these texts improves performance. 

The remaining manuscript is structured as follows: Section 2 comprises the description of the em-

ployed datasets and proposed approach, while the detailed experimentation analysis is discussed in Sec-

tion 3. At the same time, the conclusion is discussed in Section 4.  

2. Materials and Methods  

With the ascent of misinformation and fake news flooding the web, it is exceptionally hard to figure 

out what is valid and what is not. Fake news is one of the significant threats plaguing the world order. 

Therefore, two datasets having information about fake news are found and used in this study. Selecting 

the proper methodology is one of the basic aspects of concluding the success of prediction analysis. This is 

because a proper assortment for the method of analysis will result in a system that is specification oriented 

and does not cause the disorder. Hence, initially, we have converted the employed data into numeric rep-

resentation using count vectorizer (CV) and Tf-Idf vectorizer. While for the classification task, we have 

nominated the SVM classifier. We have performed a huge experimental analysis compared to other ML 

approaches like RF, LR, and DT that address fake news prediction tasks. This study has explored the ML 

methods used to identify the predictors that ensure the suitability of news. It has been found that the major 

issue faced by researchers with an abundance of information is time constraints. Additionally, because the 

process is data-driven, this method would make it easier to replicate for studies in other areas. Fig. 1 shows 

the research methodology used for this study. 

 

 

 

 

 

 

 

Figure 1. Methodology Workflow Process 
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2.1. Material 

Two different datasets named the Fake News Kaggle and ISOT Fake News databases, are used in this 

study. Table 1 shows the characteristics of each dataset.  

Table 1. Datasets details 

Fake News Kaggle Dataset ISOT Fake News Dataset 

This repository comprises following charac-

teristics: 

identifier: a distinct id to identify each news 

document 

title: indicating the topic of each news docu-

ment 

author: indicating authorship of each news 

document 

text: indicating the content of each news doc-

ument 

label: indicating the class associated with each 

news document 

1: unreliable 

0: reliable 

Samples count = 25113 

 

The ISOT Fake News repository com-

prises thousands of real and manipulated 

documents collected from various legal 

news websites and social networking 

posts. 

Samples count = 6335 

 

 

2.2. Data preparation 

We have applied several pre-processing steps over the data in this phase to make it more appropriate 

for the classification task. Pre-processing is essential in enhancing text categorization's effectiveness 

through machine learning. Its phases involve removing null, punctuations, stop words, and duplicate val-

ues from the datasets. Moreover, we have converted all lower case values to upper case to make the sen-

tence structure more effective for key points nomination. A visual description of all steps in the pre-pro-

cessing stage is given in Fig. 2. 

 

 

Figure 2. Pre-processing steps 
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2.3. Feature selection 

Data cleaning, the key points from the database appropriate for the classifier are extracted and uti-

lized to train and test the model for this research. A classifier can only comprehend numerical data; hence, 

it must transform text expression into numerical data representation. Several approaches are available to 

transform the textual data into a numeric format. For our case, we have nominated the count vectorizer 

(CV) [18] and Tf-Idf vectorizer [19] for the said purpose due to their high effectiveness in the area of NLP.  

2.3.1. CV 

CV, also known as term frequency, establishes the token's rate value. It records every distinct token's 

frequency in the document; the larger the token's score, the more frequently it appears in the text. 

2.3.2. Tf-Idf 

Tf-Idf, also known as frequency counts and inverted word count, is a subsequent stage in the vector 

data representation. With the uniqueness of the tokens into consideration, it establishes the occurrence of 

a token in the text. For instance, Tf-Idf grants a smaller score to a token if it appears more frequently across 

all texts. The tokens have a greater value which is more common in some texts than others. 

2.4. Classification 

To perform the classification task, we have chosen the SVM [20] classifier because of its ability to tackle 

the over-fitted training data better. The SVM falls under the category of supervised learning models. As 

the proposed problem belongs to the supervised classification model. Consequently, the choice of SVM for 

the fake news classification system is natural. As shown in Fig. 3, the SVM generates a hyper line when a 

set of labeled data is given for classification, and new examples are generated from it. SVM is used when 

the data is linearly separable. SVM tries to maximize the margin. In this work, the linear kernel is used. 

The discriminant function of the hyperplane can be described by Eq (1). 

                                      
( ) Tg x w x b= +

                                     (1) 

Where x is the input and w is the coefficient vector. If the points in SVM g(x) ≥ 0, then the points be-

long to one class, and if the points g(x) < 0, then it belongs to another class. 
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Figure 3. Support vector machine separates hyperplane 

3. Results 

In this chapter, the attained results with both feature descriptors are discussed. Moreover, the com-

plete process that is used to apply the ML algorithm with attained features from datasets is explored. Fur-

ther, the outcomes of comparison against each algorithm are discussed. 

3.1. Evaluation Parameters 

The used approach is evaluated using a variety of performance assessment criteria. The different eval-

uation factors for text categorization are used in this research. Classification measuring parameters like 

Recall, Accuracy, AUC, Precision and F-Measure, etc., are used as these measures are widely used by nu-

merous investigators for classification. 

3.1.1. Accuracy 

The accuracy metric [21] is utilized to determine how many of the classification algorithm's predic-

tions are accurate. However, this metric is not very convincing when applied to an unbalanced sample 

because it makes incorrect predictions for the other classes while making biased predictions for the high-

frequency group. Accuracy is defined as: 

                               Accuracy =
True++ True−

True++ True−+False++ False−
                                (5) 

3.1.2. Precision 

An approach's precision metric (Nazir et al., 2021) is measured as constancy and replication, demon-

strating how frequently repeated assessments under the same conditions yield identical results. It is math-

ematically defined as: 

                                          Precision =
True+

True++ False+
                                (6) 

3.1.3. Recall 

The portion of the total amount of relevant instances that are really retrieved is known as recall [22]. 

In this way, the organization and percentage of relevancy affect recall and precision. The recall is typically 

used to assess the smaller group's coverage in extreme learning cases. It is mathematically defined as: 

                                         Recall =
True++ True−

True++ False−
                                    (7) 

3.1.4. F-measure 

Both recall and precision cannot provide the whole performance results on their own. There can be 

excellent precision but terrible recall, or perhaps poor precision but amazing memory. So, F-measure pro-

vides a method for conveying the two issues using just one score. Recall and precision can be combined to 
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figure out the F-Measure once they have been calculated for a 2- or multi-classification problem. [23]. It is 

mathematically defined as: 

                                    F − measure =
2∗precision∗recall

precision+ recall
                                (8) 

3.2. Experimental Setup 

The proposed approach is implemented in an Intel core i5 CPU @ 1.80GHz, 64-bit operating system, 

the x64-based processor machine with windows 10. The coding is performed in Python (version 3.6.5) us-

ing the Scikit-learn library. The Scikit-learn is a publically available library to accomplish ML-based tasks. 

We used the Scikit-learn unit with NumPy, a Python module used for scientific programs. The database 

was distributed in a ratio of 7:3 for the train and test splits. 70% of the samples are used for framework 

training, while the remaining 30% are used for model testing. 

3.3. Assessment of the presented model 

 The experiments are accomplished to assess the performance of the presented work. In this section, 

we have discussed the performance results of the SVM classifier for both feature descriptors, namely the 

CV and Tf-Idf vectorizer, over both employed datasets. Initially, the results of the proposed approach for 

the Tf-Idf vectorizer are presented in Table 2. Results in terms of accuracy, recall, precision, and F1-score 

with justification against each dataset are given in Table 2. It depicts that when NLP features are extracted, 

and TF-Idf features are used to detect fake news, the highest accuracy is 92.48%. with an F1-Score of 90.04%. 

Further, it is quite visible from the results that the NLP performed effectively on large datasets, i.e., the 

Kaggle dataset having more than 25K instances. Using the NLP algorithm, the Accuracy, Precision, Recall, 

and F1-score of 87.22%, 88.02%, 81.32%, and 84.62%, respectively, for Fake News Kaggle Dataset have been 

achieved. Similarly, for the ISOT Fake News database, the Accuracy, Precision, Recall, and F1-score of 

92.48%, 92.52%, 91.83%, and 90.04%, respectively, have been achieved.  

Table 2. Results of Tf-Idf vectorizer with the SVM classifier 

Performance Fake News Kaggle Dataset ISOT Fake News Dataset 

Accuracy (%) 87.22 92.48 

Precision (%) 88.02 92.52 

Recall (%) 81.32 91.83 

F1-Score (%) 84.62 90.04 

 

Similarly, for the CV features along with the SVM classifier, the attained performance results over 

both datasets are given in Table 3. The values shown in Table 3 are present that the proposed technique 

with CV features performs robustly for both datasets. More clearly, for the Fake News Kaggle Dataset, the 

proposed approach has attained a classification accuracy of 89.66%, which is 99.57% for the ISOT Fake 

News Dataset, which clearly depicts the effectiveness of the CV features for the fake news classification 

task. 

Table 3. Results of CV features with the SVM classifier 

Performance Fake News Kaggle Dataset ISOT Fake News Dataset 

Accuracy (%) 89.66 99.57 

Precision (%) 91.06 99.45 

Recall (%) 84.23 99.67 

F1-Score (%) 87.51 99.56 
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3.4. Comparative analysis 

In this section, we have performed the result analysis of the proposed approach with other ML clas-

sifiers. As the work has attained the best results with the CV feature descriptor, therefore, for comparison, 

we have considered it only with the SVM classifier. To perform a fair comparison, we have chosen state-

of-the-art ML classifiers, namely the LR [24] and RF [25], and attained values are elaborated in Table 4. The 

value in Table 4 indicates that our method outperforms other ML classifiers for both datasets. The LR 

achieved 58.74% accuracy, RF obtained 62.24% accuracy, and SVM showed 89.66% accuracy using Fake 

News Kaggle Dataset.  For ISOT Fake News Dataset, LR has obtained 99.12% accuracy, SVM has shown 

99.57% accuracy, and RF has achieved 99.27% accuracy. 

Similarly, other evaluation metrics are given in detail in Table 4.  Fig. 4 shows the graphical view of 

accuracy achieved by algorithms for both datasets.  It is quite evident from the scores given in Fig. 4 that 

our approach is more effective in fake news classification as compared to other ML classifiers and exhibited 

performance gains of 29.17% and 0.375% in terms of the accuracy scores over the Fake News Kaggle, and 

ISOT Fake News datasets respectively. The major reason for the better fake news classification performance 

of the proposed approach is that the comparative classifiers are suffering from the issues of vanishing 

gradient and result in model overfitting. In comparison, the SVM classifier can better tackle such issues 

and shows better classification results.  

Table 4. Comparison with other ML classifiers 

Performance analysis Fake News Kaggle Dataset ISOT Fake News Dataset 

LR RF SVM LR SVM RF 

Accuracy (%) 58.74 62.24 89.66 99.12 99.57 99.27 

Precision (%) 53.95 68.69 91.06 99.14 99.45 99.18 

Recall (%) 28 22.5 84.23 99.08 99.67 99.01 

F1-Score (%) 36.87 33.8 87.51 99.10 99.56 99.47 

 

  

Figure 4. Accuracy comparison of ML algorithms 

4. Conclusion  

Computer-aided categorization of textual documents as real or disinformation is complex. Even ex-

perts from various domains have to explore various characteristics before deciding on the documents' re-

liability.  Several researchers have employed conventional ML, either supervised or unsupervised ap-

proaches, and assessed to recognize the original and fake news articles. In this research, we have analyzed 

the previous methods for fake news identification and found that most of the techniques are only used for 
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political domain datasets of fake news prediction. We have used the datasets having news about all possi-

ble aspects/domains. Moreover, we have compared the Tf-Idf and CV vectorizers with the SVM classifier 

for fake news prediction. We have attained the best results with the CV feature descriptor and the SVM 

classifier. We have performed a huge performance analysis on two challenging datasets, the Fake News 

Kaggle and ISOT Fake News datasets, to depict the proposed framework's efficacy for categorizing fake 

news. In future work, we plan to test other ML classifiers for fake news classification for further results 

enhancement.  
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