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Abstract: Billions of images across the internet offer simple access to visual information and rich texture 

details. Social media users, business tycoons, and researchers sometimes need related pictures. The 

methods of searching images are very important for users and applications. Content-Based Image 

Retrieval (CBIR) technique used to find and retrieve images from databases. In this paper, we 

introduced a CBIR technique that uses texture, color, and morphological features of images as input 

queries in order to search related images from a particular dataset. The image features are stored 

separately in a feature database in the form of a matrix. The proposed system is not only fast but efficient 

enough and takes less storage. The databases are categorized and indexed with stored images’ 

signatures to get more accuracy and efficiency. Histogram intersection and Euclidean distance are used 

to compare the distance of YCBCR color features. Our proposed method accumulates a recall rate of 

less than 0.041, which is an exceptional result of the approach. 

 

Keywords: CBIR; Signature Index; Image Retrieval; Online and Offline System; Term Frequency-

Inverse Document Frequency 

 

1. Introduction 

This is the age of technology, it is used mainly in the form of electronic information and perceived as 

information in the form of digital electronic media[1]. There is no use in written books or hard copies of data. 

From three decades to now and onward, all of the information is published in the form of machine-readable 

format, which can be edited and deleted. In this scenario, the bright side is that all old material that was written 

in the past has been converted into a digital data format. This data can be in any format, a picture or text. This 

is an excellent achievement of electronic media that the electronic data can be made accessible for everyone at 

any time and everywhere, the user can make billions of copies of that data in the same format and size without 

distorting the original. Although it is a good practice, it can also cause multi multi-challenging environment. 

Nowadays, almost all industries are dependent on electronic media for their advertisements and for reaching 

their customers. Film industries, newspapers, and news channels use the Internet and television channels to 

access their audience. The Internet makes it easy for people to access this data and information.   

Here, electronic media have a huge problem, which is becoming an interesting research topic. The problem 

is that there are numerous sources of all data that is present online but the searching mechanism of relevant 
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data is becoming more and more difficult because if a user needs to get some pictures of Persian dog then to 

make the machine understand the characteristics on the basis which it will discriminate among other dogs and 

a Persian dog from the database, this is the problem. Many users already know what information they want to 

be retrieved, but they do not know where to find that information. Here, the role of search engines is important 

because they can provide the facility to users to search for their desired information.   

The internet is a collection of hundreds of thousands of image databases that cover all domains of human 

life, including government, commerce, crime prevention, academics, hospitals, engineering, architecture, 

journalism, fashion and graphic design, historical research, and surveillance. These professions of life use these 

images for efficient business and quick services. The collection of internet images of any race is collectively 

called a Database. An image database is a system where image data is stored after compilation from different 

sources [2]. If a user queries an image from a web browser to search for its relevant images on the internet, 

then the user doesn’t know the source of those images. For that problem, there is a need for an efficient system 

that can retrieve closely relevant images from internet databases[3]. The technique of image retrieval is that 

the system matches the contents of the image to all databases and retrieves the closely related images. Methods 

that are used for image searching and retrieval include object recognition and computer graphics [4] online 

image search engine tools. These tools use image features, including color features and texture or shape-based 

features, to find relevant images from databases.  

In this study, we are presenting an image retrieval technique that depends on CBIR (Content-Based Image 

Retrieval), which uses image texture [5] and color, and some other features to retrieve relevant images. In this 

technique, the database's images are stored in classes, and their features are extracted and stored in lists. When 

the system receives a query image then it will extract its features and then compare the distance to the indexed 

images [6] as shown in Figure 5.  

A database contains thousands of images, and a collection of databases contains billions of images of 

enormous size and features. Thus, it is impossible to search for a relevant image. Even if we succeed in 

extracting the relevant image then the use of resources and time consumption is very unconventional. There 

are, furthermore, image-type problems that can also occur. Semantic gap and computational load are also 

problems that need to be dealt with. We designed a system that can employ CBIR [7] techniques on a query 

image to show relevant images, called Content-Based Image Retrieval (CBIR). While computationally 

expensive, the results are far more accurate than conventional image indexing.   

This paper is divided into five sections. In section 2, we will discuss the problems faced by the internet user 

and the needs of the CBIR system. It will also cover the existing work of different authors. Section 3 will discuss 

the proposed methodology. Section 4 will discuss the results, and Section 5 will conclude.  

 

2. Literature Review  

CBIR is an approach that uses visual features such as texture, color, and shape etc. to find similar images 

from the World Wide Web. The need for CBIR is important due to poor efficiency, an insufficient and extremely 

time-consuming process of existing traditional methods. Old systems use content lists to find images, but in 

CBIR, all image features are extracted and matched with the query image. There are different CBIR techniques 

used by researchers to find relevant images from saved images in databases. Some use texture features, some 

use color and shape features, and text pattern features. in 1970, text text-based image detection technique was 

proposed and became popular [6, 8].  

The Color Selection exploited the CBIR system [9], is based upon querying the color codes. It uses 11 basic 

colors to develop YUV color space feature vectors and then compares them to the query image for the retrieval 

of images. Many systems are finding and comparing the whole image features, but the Region of Interest Image 

Indexing System [10], is a system developed for user selection based ROI (Region of Interest) retrieval. This 

universal image retrieval algorithm uses three important image features as color, feature and edge-based 

histogram descriptors. 

A visual and semantic feature-based image retrieval technique is used in CBIR. Usually, these systems use 

the following scenario: random browsing, search from examples, sketch searching, and text searching 
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(including keyword). QBIC stands for “query by image content”, is the first commercial CBIR system. QBIC 

supports queries based on example images, user-constructed sketches and drawings, and selected color and 

texture patterns [11]. Virago, a content-based picture search engine that is comparable to QBIC, is the 

alternative system. It allows visual queries based on color, composition, texture, and structure. Assessing the 

potential for closing the Semantic Gap using a novel technique might allow a framework to be developed that 

an image retrieval system might utilize to help retrieve photos with different structural content but comparable 

semantic information [12, 13].  

Image retrieval depends on visually significant points and features are discussed in detail in the papers [7]. 

In paper [14]Some major image features, like local features, color features, and texture features, are calculated 

from the surrounding points of the image. A General-purpose corner detection system [9] is also developed 

for this purpose. In [15-17] A most important logic-based fuzzy [18] features are calculated to use in a system 

that captures the shape information of an image and compares it with databases later. Shape feature set 

signatures [19] are calculated from blurred images, and global invariant moments are captured as shape. The 

overall performance of image retrieval of images is calculated better than the accuracies that are calculated in 

the systems developed by [2]   

For efficient and effective image retrieval, a block-oriented decomposition method and image segmentation 

are used[5, 20] . A wavelet-transform and quadtree segmentation approach is introduced [21]. Genetic 

algorithms for CBIR with Support Vector Machine (SVM) are used in the Web 3.0 architecture [22] to retrieve 

images by taking users' considerations into account. 

Table 1. Literature Review Table 

Sr. No Author Year Problem Statement Solution Future Work 

1. Pragati 

et al. 

[23] 

 

2014 Image classification 

using KNN (K-

Nearest Neighbors 

Algorithm) 

CBIR technique is used 

to retrieve images 

from a large database 

on the basis of shape, 

color, and texture. 

Apply and 

check the results 

of the KNN 

classifier on 

similar data 

2. Deepu 

et al. 

[24] 

2014 Developing an 

application-specific 

system for similar 

kinds of images, like 

X-Ray, fingerprints, 

etc 

Image retrieval 

relevant to the query 

image using a 

modified SVM 

technique 

Time of 

retrieving the 

images will be 

reduced, and 

this system will 

work in real-

time using 

Computer 

vision 

3. Anbara

sa et al. 

[25] 

 

2015 

 

To improve the 

accuracy of image 

retrieval 

Reduction of the 

semantic gap between 

visual features and the 

richness of human 

semantics 

Retrieval using 

the extraction of 

high-level 

features 

4. 

 

Abrish

ami et 

al. [8] 

 

2013 Indexing the images 

for their fast retrieval 

from the database 

The Enhanced Gabor 

Wavelet Correlogram 

(EGWC) scheme is 

introduced for the 

indexing of images 

To test this 

introduced 

scheme on real-

time image data 

5. 

 

Subrah

manya

m et 

al.[26] 

2012 Introduce a new 

method for image 

retrieval and compare 

Directional Local 

Extrema Pattern 

(DLEP) is proposed, 

and results show an 

Combining 

Gabor 

Transform (GT) 

with Directional 
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 its results with the 

existing one 

improvement in 

evaluation measures in 

comparison to the 

existing patterns 

local extrema 

patterns (DLEP) 

6. 

 

Megha 

et al. 

[27] 

 

2012 To improve the 

retrieval performance 

of images from large 

datasets 

A feature descriptor 

named torus wavelet 

correlogram is 

introduced for image 

representation 

Improvement in 

the performance 

of the proposed 

method 

7. 

 

Rasli et 

al. [28] 

2017 To reduce 

computational time 

and to achieve 

maximum accuracy 

K-Means method has 

the highest accuracy 

and takes less 

computation time, 

according to the 

experimental results 

More features 

will be added 

for CBIR other 

than text, color, 

and shape 

8. 

 

Sanjay 

et al. 

[29] 

2012 Comparison of 

performance between 

six different distance 

metrics 

Bray Curtis, Canberra, 

Square Chi-Square, 

and Square chord have 

better performance 

compared to 

Manhattan and 

Euclidean distance, 

according to the 

results 

Implementing 

better 

performance 

distance metrics 

on real image 

data 

9. 

 

Kaur et 

al.[30] 

2012 Image segmentation 

into some meaningful 

regions to make them 

readable for machines 

Improvement in image 

retrieval results based 

on regions in the Hindi 

language dialect 

Reducing 

computation 

time using a 

similar 

approach 

10. Chao et 

al.[31] 

2017 Embedding the data in 

the image while 

maintaining the 

quality of the image 

Differential expansion 

of reversible data is 

proposed for image-

based hidden 

encryption 

The cellular 

automata 

concept will be 

used for 

embedding data 

in images 

12. Zihuan 

et al. 

[32] 

2017 Volume of internet 

news expands rapidly, 

and it’s hard to get 

topic-based 

recommended news 

A keyword extraction 

approach is used using 

text-mining techniques 

like Term Frequency-

Inverse Document 

Frequency (TF-IDF) 

The data will be 

acquired from a 

large number of 

different 

categories, other 

than politics, 

only 

 

3. Proposed Methodology 

Our proposed system is based on strong image processing techniques used in the database [33]. We divided 

our work into stages; dataset is classified into different categories of images, such as logos, etc. 

Our dataset contains a variety of images of organized events of our university, like seminars and sports 

weeks etc. All images are standard size of 648 x 424 pixels. Before resizing the images, we make sure that the 
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given pixel values do not destroy the pixel information of the images. All Images are classified in different 

folders according to their category shown in table 2. 

Table 2. Image Dataset 

Image Names Category 
Total Images in the 

Category 

1 – 11 Bonfire 11 

12 - 82 Face Painting 95 

83 – 140 Farewell Football Team 71 

141 – 181 Repelling 58 

182 – 200 Shooting and Archery 53 

201 – 253 Paintball 41 

254 – 314 Sketching and Painting 19 

315 – 384 Sky Lanterns 61 

385 – 578 Wall Graffiti 70 

579 – 673 Convocation 194 

Total Images in the Database 673 

In our work, MATLAB [34] is used for image acquisition and processing. MATLAB is a powerful tool that 

provides a variety of algorithms and an image processing toolkit. The training and testing stages are referred 

to as offline and online processing. 

In offline stage all databases’ images are automatically loaded to system and then their features such as color 

texture and morphological signatures are extracted and listed in class list. It is easy to compare with image 

signatures because the size of image is quite large as compared to an image statistical analysis. Figure 1a shows 

the work flow of offline system. 

 
Figure 1. Online & Offline system flow 

The created database is a list of features categorized in different classes and can be saved as index list at the 

top of the image database. 

 Figure 2. The CBIR proposed Working Model 

While in the online part the query image is provided by the user to the system from the GUI and features are 

extracted and the distances are measured and compared with the indexed signatures from pre-saved datasets 

signatures. Figure 1b shows the working model of offline. The beauty of this system is indexing the feature 

lists so that system took less time and shows better results.  
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Query image Histogram is calculated in YCBCR domain, a color space family. Y is used as the 

luma component, and CB and CR are the red and blue chroma components. ‘Y’ acts as gamma-corrected 

RGB primaries.  

"𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑜.𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

Total image retrieved
"        (1) 

"𝑅𝑒𝑐𝑎𝑙𝑙 =
No.of relevant images retrieved 

Total image in the database
"                                          (2)

For checking the similarity of the images, we used histogram[35] intersection and Euclidean distance. These 

equations use color information’s for comparison 3 determined the color intersection of h and v while their 

cumulative distance is measured in Eq. 4. 

"𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 [11] = 𝑑 (ℎ, 𝑔) =  
∑ min(ℎ(𝑥),𝑔(𝑥))

min (|ℎ|,|𝑔|)
"     (3) 

"𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑑(𝑝, 𝑞) = √(𝑞1 − 𝑝1)2 + (𝑞2 − 𝑝2)2”       (4) 

 
Figure 3. Implemented Algorithm 

The algorithm shown in Figure 3 is our proposed algorithm, which is implemented in MATLAB. When the 

query image is passed as input, the system first calculates the Euclidean distance of the image. Then, in each 

While loop cycle, the Euclidean distance of the query image is compared with the feature vector of each image 

from the feature database. If both vectors match, then that vector is stored in an array. At the end of the while 

loop, the array is printed as an output, which contains the relevant images to the input query image.  

 

4. Results & Discussion 

We use 100 testing images against 673 training images listed in databases for each category of the images. To 

determine the performance of proposed CBIR system the precision and recall is calculated by given ratio in 

Eq. 1 and Eq. 2. 

The system is tested on images of different categories, and the precision and recall against each test image 

are calculated and shown in Table 3, performance evaluation. 

Table 3. Performance Evaluation 

Name of Query Image Category Name Relevant Images Precision Recall 

6.jpg Bonfire 4 0.26 0.036 

620.jpg Convocation 15 1 0.0157 

42.jpg Face Painting 9 0.6 0.126 
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100.jpg Farewell Football Team 15 1 0.258 

201.jpg Paintball 11 0.73 0.207 

172.jpg Repelling 15 1 0.365 

192.jpg Shooting and Archery 4 0.26 0.210 

257.jpg Sketching and Painting 7 0.46 0.114 

346.jpg Sky Lanterns 15 1 0.214 

385.jpg Wall Graffiti 8 0.53 0.041 

 
Figure 4. Relevant image for Each Query Image 

In Figure 4 Content-Based Image Retrieval (CBIR) system demonstrates the number of relevant images 

retrieved when users search with query images through this table. The query images within this database 

represent three distinct categories that include Bonfire alongside Paintball and Wall Graffiti. The number of 

database images marked as relevant by the system appears in the "Relevant Images" column for each query. 

The categories of Convocation and Farewell Football Team, along with Repelling and Sky Lanterns, reached a 

maximum of 15 relevant images. 

This bar graph illustrates the precision and recall values for different query images in a Content-Based Image 

Retrieval (CBIR) system. It shows that images like 620.jpg, 100.jpg, 172.jpg, and 346.jpg achieved a precision of 

1.0, indicating all retrieved images for those queries were relevant. Recall values, however, remain 

comparatively lower across most queries, with 172.jpg achieving the highest recall of about 0.36. This highlights 

that while some queries are highly precise, their ability to retrieve a larger proportion of all possible relevant 

images (recall) is limited. 

Table 4. Comparison of the average recalls obtained by the proposed method and other standard retrieval 

systems 

Class Proposed 

Method 

Dubey [36] Xiao[37] Kundu [38] 

6.jpg 0.036 0.08 0.07 0.09 

620.jpg 0.0157 0.06 0.06 0.06 

42.jpg 0.126 0.07 0.06 0.10 

100.jpg 0.258 0.10 0.10 0.12 

201.jpg 0.207 0.10 0.10 0.08 

172.jpg 0.365 0.06 0.05 0.16 
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192.jpg 0.210 0.09 0.09 0.11 

257.jpg 0.114 0.09 0.08 0.15 

346.jpg 0.214 0.05 0.05 0.11 

385.jpg 0.041 0.07 0.06 0.11 

Average 0.158 0.075 0.071 0.111 

 

 
Figure 5. Precision and Recall for Query Images 

The table 4 and Fig 6 compares the average recall values achieved by the proposed CBIR method against 

three existing retrieval systems Dubey, Xiao, and Kundu across various query images. The proposed method 

consistently outperforms the others in most cases, with the highest average recall of 0.158. This indicates its 

superior ability to retrieve a larger proportion of relevant images from the database. 

 
Figure 6. Comparison of the average recalls obtained by the proposed method and other standard retrieval 

systems. 
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Query Retrieved image 

     

    

     

    

     

    

 

 
Figure 7. P-R graph 

The cumulative precision is obtained as 0.53, and total recall is recorded as 0.041, which shows a good result 

approach as compared to the existing systems, as shown in Figure 5. The CBIR is a general system, and its 

evaluation is still in progress. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Test Input / Output 

Different images from the testing set are passed to the system as query input. The relevant images are 

retrieved from the image database and shown as an output on the system, as shown in Figure 5. 

 

5. Conclusion  

As internet data is gradually increasing from GBS and TBS to big data, the value of CBIR systems is 

increasing. Many authors work on CBIR and have proposed different solutions. We developed a two-layer 

system with an online and offline feature extractor. The proposed system shows better efficiency as compared 

to other systems due to its indexing in databases and the pre-feature signature indexing. We trained our system 

on images of events that happened at the university. The images are obtained from the university website and 

compiled to create a dataset for our proposed system. Then, the features of each image are extracted and stored 

in matrix form in a separate database named feature-database during training. We tested it on over 650 images 

from the dataset. We got almost 100% retrieval and recall results. In the future, the model will be enhanced for 

the generic images and will improve the retrieval efficiency with overall performance. 



Journal of Computing & Biomedical Informatics                                                                                               Volume 09  Issue 01 

ID : 960-0901/2025  

References 

1. Han, X., E. Zhou, and D. Liu, Electronic media use and sleep quality: updated systematic review and meta-analysis. 

Journal of Medical Internet Research, 2024. 26: p. e48356. 

2. Swain, M.J. and D.H. Ballard, Color indexing. International journal of computer vision, 1991. 7(1): p. 11-32. 

3. Moens, M.-F., et al. Content-based image retrieval: Color-selection exploited. in 3rd Dutch-Belgian Information 

Retrieval Workshop, DIR 2002. 2002. 

4. Tamura, H., S. Mori, and T. Yamawaki, Textural features corresponding to visual perception. IEEE Transactions on 

Systems, man, and cybernetics, 1978. 8(6): p. 460-473. 

5. Khadam, U., et al., Text data security and privacy in the internet of things: threats, challenges, and future directions. 

Wireless Communications and Mobile Computing, 2020. 2020(1): p. 7105625. 

6. Lybanon, M., S.M. Lea, and S.M. Himes. Segmentation of diverse image types using opening and closing. in Proceedings 

of 12th International Conference on Pattern Recognition. 1994. IEEE. 

7. Ahmed, A.S. and I.N. Ibraheem. Recent advances in content based image retrieval using deep learning techniques: A 

survey. in AIP Conference Proceedings. 2024. AIP Publishing. 

8. Abrishami Moghaddam, H. and M. Nikzad Dehaji, Enhanced Gabor wavelet correlogram feature for image indexing 

and retrieval. Pattern Analysis and Applications, 2013. 16: p. 163-177. 

9. Fuertes, J.M., et al., A scheme of colour image retrieval from databases. Pattern Recognition Letters, 2001. 22(3-4): p. 

323-337. 

10. Aziz, M., et al., Global-local image perceptual score (glips): Evaluating photorealistic quality of ai-generated images. 

IEEE Transactions on Human-Machine Systems, 2025. 

11. Lew, M.S., et al., Content-based multimedia information retrieval: State of the art and challenges. ACM Transactions 

on Multimedia Computing, Communications, and Applications (TOMM), 2006. 2(1): p. 1-19. 

12. Smith, J.R. and S.-F. Chang. Transform features for texture classification and discrimination in large image databases. 

in Proceedings of 1st international conference on image processing. 1994. IEEE. 

13. Nawaz, M., et al., Skin cancer detection from dermoscopic images using deep learning and fuzzy k‐means clustering. 

Microscopy research and technique, 2022. 85(1): p. 339-351. 

14. Caicedo, J.C., et al. Design of a medical image database with content-based retrieval capabilities. in Advances in Image 

and Video Technology: Second Pacific Rim Symposium, PSIVT 2007 Santiago, Chile, December 17-19, 2007 Proceedings 

2. 2007. Springer. 

15. Kherfi, M.L., D. Ziou, and A. Bernardi, Image retrieval from the world wide web: Issues, techniques, and systems. ACM 

Computing Surveys (Csur), 2004. 36(1): p. 35-67. 

16. Hansen, M.W. and W.E. Higgins. Watershed-driven relaxation labeling for image segmentation. in Proceedings of 1st 

International Conference on Image Processing. 1994. IEEE. 

17. Li, X., et al. A fuzzy logic approach to image segmentation. in Proceedings of 12th international conference on pattern 

recognition. 1994. IEEE. 

18. Alateeq, M. and W. Pedrycz, Logic-oriented fuzzy neural networks: A survey. Expert Systems with Applications, 2024: 

p. 125120. 

19. Khadam, U., et al., Advanced security and privacy technique for digital text in smart grid communications. Computers 

& Electrical Engineering, 2021. 93: p. 107205. 

20. Remias, E., et al., Supporting content-based retrieval in large image database systems. Multimedia Database 

Management Systems: Research Issues and Future Directions, 1997: p. 61-78. 

21. Kesuma, M.e.-K., G.C. Kesuma, and A. Taher. Internet of Things to realize Education in Industry 4.0 based on 

Sustainability Environment. in E3S Web of Conferences. 2024. EDP Sciences. 

22. Irtaza, A., M.A. Jaffar, and M.S. Muhammad, Content based image retrieval in a web 3.0 environment. Multimedia tools 

and applications, 2015. 74: p. 5055-5072. 

23. Eranna, K. and D. Girishkumar, 2-Dimentional object extraction by using color feature and KNN classification. 

International Journal of Engineering Research & Technology, 2014. 3(10): p. 1146-1150. 

24. Murli, C., D. Bhattacharyya, and S. Gadkari, Thapar University, Patiala, Punjab, India. 2014. 



Journal of Computing & Biomedical Informatics                                                                                               Volume 09  Issue 01 

ID : 960-0901/2025  

25. Pandian, A.A. and R. Balasubramanian, A Survey on Content Based Image Retrieval Using Different Techniques. 

perception, 2015. 1: p. 2. 

26. Murala, S., R. Maheshwari, and R. Balasubramanian, Local tetra patterns: a new feature descriptor for content-based 

image retrieval. IEEE transactions on image processing, 2012. 21(5): p. 2874-2886. 

27. Agarwal, M. and R. Maheshwari, Á trous gradient structure descriptor for content based image retrieval. International 

Journal of Multimedia Information Retrieval, 2012. 1: p. 129-138. 

28. Ouhda, M., et al. Using image segmentation in content based image retrieval method. in International conference on 

advanced information technology, services and systems. 2017. Springer. 

29. Patil, S. and S. Talbar, Multiresolution analysis using complex wavelet and Curvelet features for content based image 

retrieval. International Journal of Computer Applications, 2012. 47(17). 

30. Kaur, G., et al., Prediction of PIH by maternal serum beta HCG levels in the second trimester (13–20 weeks) of 

pregnancy. The Journal of Obstetrics and Gynecology of India, 2012. 62: p. 32-34. 

31. Xiang, M.-S., et al., LAMOST Spectroscopic Survey of the Galactic Anticentre (LSS-GAC): the second release of value-

added catalogues. Monthly Notices of the Royal Astronomical Society, 2017. 467(2): p. 1890-1914. 

32. Li, L., et al., SPECT/CT imaging of the novel HER2-targeted peptide probe 99mTc-HYNIC-H6F in breast cancer mouse 

models. Journal of Nuclear Medicine, 2017. 58(5): p. 821-826. 

33. Campos, I., et al., Fetal Heart Rate Preprocessing Techniques: A Scoping Review. Bioengineering, 2024. 11(4): p. 368. 

34. 34. Akan, A. and L.F. Chaparro, Signals and systems using MATLAB®. 2024: Elsevier. 

35. Shi, Y., et al., Incorporation of Histogram Intersection and Semantic Information into Non-Negative Local Laplacian 

Sparse Coding for Image Classification. Mathematics, 2025. 13(2): p. 219. 

36. Dubey, S.R., S.K. Singh, and R.K. Singh, Multichannel decoded local binary patterns for content-based image retrieval. 

IEEE transactions on image processing, 2016. 25(9): p. 4018-4032. 

37. Xiao, Y., J. Wu, and J. Yuan, mCENTRIST: A multi-channel feature generation mechanism for scene categorization. IEEE 

Transactions on Image Processing, 2013. 23(2): p. 823-836. 

38. Kundu, M.K., M. Chowdhury, and S.R. Bulo, A graph-based relevance feedback mechanism in content-based image 

retrieval. Knowledge-Based Systems, 2015. 73: p. 254-264. 

 


