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________________________________________________________________________________________________________ 

Abstract: Sentiment Analysis (SA) has become the rising topic of research in data mining. There is 

a massive increase in the use of the Internet and business e-commerce applications. With the excess 

amount of text content on the internet, Sentiment Analysis has begun to attract the attention of more 

people. Sentiment analysis of single sentence referred as short text, is a very tricky task because 

single sentence does not have much contextual information. Furthermore, not much work has been 

done in field of sentiment analysis of Urdu text because a very few amounts of data and recourses 

of Urdu text are available publicly. The purpose of this research is to contribute in the field of 

sentiment analysis of Urdu text. Mostly in Natural Language Processing (NLP), tasks words are the 

main focus. This research proposed a deep learning techniques combination of Convolutional 

Neural Network (CNN) with Long Short-Term Memory (LSTM) for the Sentiment Analysis of Urdu 

Text. In this technique, word embedding is performed using fastext API which poses a high 

dimensionality (300 dimensions). Long Short-Term Memory helps capturing the long-term 

dependencies and minimizes the loss of local information. We validated these proposed techniques 

on the Urdu sentiment analysis dataset and compare with Convolutional Neural Network (CNN), 

Recurrent Neural Network (RNN), and Long Short-Term Memory (LSTM). The results shows that 

the proposed technique LSTM-CNN has significantly by achiving testing accuracy 96.9% training 

accuracy 99.5, precision P 96.0 , precision N 98.0, Recall P 98.0, Recall N 96.0, F1-score N 97.0 , and 

F1-score N 97.0.The findings shows that CNN is a strong option for the given problem as it improves 

classification accuracy when combined with LSTM. 
 

Keywords: Sentiment Analysis; Urdu Text; Natural Language Processing; Neural Networks; Deep 

Learning.  

 

1. Introduction 

Sentiment Analysis (SA) is one of the NLP research areas that is currently active and often examines 

a broad variety of viewpoints on a number of topics that people express on different platforms [1]. The 

aims of sentiment analysis to identify the sentiment expressed in a text and assign it a label that corresponds 

to the specific topic being discussed. Urdu sentiment analysis faces key challenges, including a lack of large 

annotated datasets and limited NLP tools tailored for Urdu. The presence of Roman Urdu and code-mixed 

text further complicates analysis. Additionally, there is a shortage of pretrained language models and do-

main-specific research in this area. It has received a lot of attention lately since sentiment is thought to be 

crucial to preserving the standing of businesses who have direct contact with the public [2]. 
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At the beginning of NLP, the English language has drawn a lot of attention for research at the inter-

national level because it is computationally cheap to perform experiments in a language with abundant 

resources[3]. English has seen the majority of extensive research on all facets of natural language processing 

during the past two decades because it is challenging to accommodate the word-level complex morpho-

logical structure of these languages [4]. Researchers have focused on morphologically rich, yet resource-

scarce languages such as Urdu, Arabic, Turkish, Hindi, and Persian[5] . The limited work have been done 

on Urdu language with the lack of linguistic resources, complex morphology and language's unique fea-

tures playing a crucial role [6]. 

There are numerous feature selection techniques that is effective with all types of machine learning 

classifier among the many available. When compared to typical machine learning models, Deep Learning 

(DL) models have demonstrated significant improvements in performance across a wide range of data[7]. 

Furthermore, the deep learning models use Graphic Processing Units (GPUs) to analyze data in parallel 

that perform better as compare to ML models and can learn complicated features straight from high-di-

mensional feature space. However, the potential of DL models in Urdu language sentiment analysis has 

yet to be explored [8]. 

In order to categorize sentiments in Urdu documents, this research presented a hybrid single layer 

Multifilter Convolutional Neural Network with Bidirectional Long Short-Term Memory (CNN-LSTM) that 

combines the architectures of multifilter CNN and [9]. The ability of the multifilter CNN architecture to 

extract local features in high-dimensional feature space and the potential of LSTM to fully comprehend the 

meanings of individual words in the context from both sides are the main benefits of combining the both 

models[10]. Furthermore, LSTM is incorporated to increase the accuracy of the hybrid model for Urdu 

sentiment classification since CNN disregards the contextual meaning of words in text-based classification 

[11].   

A. Attributes of Urdu 

With 300 million speakers worldwide, Urdu is a significant language and the national language of 

Pakistan. In the world, it is the twenty-first most spoken language. There are 38 characters displayed in its 

character set [12]. The following distinguishing characteristics, in addition to its intricate morphological 

structure, make it a difficult language for computer tasks. It is multilingual and has many borrowed words 

from languages like as English, Arabic, Persian, Turkish, and Sanskrit[13]. Other languages have a big 

influence on it. There are morphological variants, meaning that numerous words share a base term [14]. 

B. Classification of Sentiment Analysis Levels 

There are three opposing levels in which the sentiment analysis is divided including document-level, 

sentence-level, and word-level. Word polarity, or whether a word is positive, neutral, or negative, is estab-

lished at the word level. In the sentence-level, SA analyzes the sentiment score of a sentence by calculating 

the polarity of the entire sentence. Sentences are collections of words that express a person's viewpoint on 

a certain topic [15]. This is typically carried out for data that has been taken from social networking sites. 

Sentiment analysis seeks to categorize the polarity of an entire document at the document level by consid-

ering an increase in words and noise characteristics that can skew learning and make it more difficult to 

forecast the document's sentiment. The contribution of the research are as follows: 

• A hybrid deep learning model is proposed by considering the advantages of Convolutional 

Neural Network (CNN) with Long Short-Term Memory (LSTM) for document-level sentiment 

analysis of Urdu text. 

• The performance of the proposed and baseline deep learning models is analyzed on variable-

sized dataset using evaluation parameters such as accuracy, precision, recall, and F1-score. 

• Using popular DL classifiers, a comparative examination of CNN-LSTM performance is con-

ducted with convolutional neural network, recurrent neural network, and long short-term 

memory. 
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The rest of the paper is structured as follows: The literature review is presented in Section II. Section 

III discusses the proposed methodology. Section IV explains the results and discussion of the research in-

cluding experimental setup and performance evaluation. Section V conclude the conclusion and future 

work. 2.  

2. Related Work 

Sentiment Analysis (SA) has emerged as one of the most popular study subjects in recent years. This 

section examined the classification schemes for Urdu-written textual data that have been employed in the 

literature [16]. An analysis of the morphologically complex and rich Urdu dialect used a linguistically 

driven sentiment recognition algorithm [17]. Due to Urdu's complex and morphologically rich grammar, 

a better or completely new approach is required [18]. Due to that, the research focus on locating SentiUnits 

in the provided text rather than subjective phrases [19]. To connect SentiUnits to their targets, they em-

ployed chunking for shallow parsing. For their model training, they create an annotated sentiment lexicon 

of Urdu words [20]. A sentiment, such as good or negative is assigned to each lexicon [21]. User feedback 

from movies and electrical devices were compiled into two datasets [22]. 

Particularly when creating Urdu sentiment analyzer, they have meticulously outlined guidelines for 

allocating polarities to intensifiers if they are encircled by either a positive or negative term [23]. A total of 

6025 sentences were gathered from 151 blog entries [24]. To give positive and negative terms from the data 

polarity, a lexicon was developed [25]. Their suggested solution obtained 83% accuracy in Urdu sentiment 

categorization by utilizing their own lexical resources in conjunction with a rule-based system [26] . Evi-

dently supervised machine learning classifiers are less accurate than Urdu sentiment analyzers [27]. Im-

plementing a lexicon-based strategy is simple, but creating a lexicon is a laborious process in contrast to 

using DL models [28]. 

The development of deep learning methods for Urdu SA is still in its early stages. For Roman Urdu 

and other resource-rich languages, a significant amount of work has been done utilizing machine learning 

and deep learning techniques [29]. The field of deep learning for sentiment analysis of native Urdu is still 

unexplored [30]. By using a hybrid deep learning technique that consists of a CNN layer with multi-size 

filters followed by a BiLSTM layer, the use of suggested architecture and baseline deep learning models 

tends to solve the gap that has been noted in the literature. The suggested method offers improved classi-

fication accuracy for data sets of various sizes [31]. 

The CNN's simplified architecture, which includes multisize filters, makes it possible to extract hier-

archical features, which could improve classification performance and provide a more sophisticated un-

derstanding of document content [32]. The summary does not go into depth about the precise experimental 

outcomes and performance indicators, but it is anticipated that the study will provide light on how well 

the suggested model works in comparison to current techniques [33]. The overall relevance of the sug-

gested document-level text classification technique would probably be enhanced by comments of the mod-

el's advantages, disadvantages, and applications as well as recommendations for future study avenues [34]. 

The Urdu Text Sentiment Analysis (UTSA) framework uses deep learning algorithms and word vector 

representations [35] . Sequential models employ stacked layers, and the function of unsupervised self-

trained and pre-trained embedding models is investigated [36]. The results show that BiLSTM-ATT per-

forms better than other models, with an impressive 72.7% F1 score and 77.9% accuracy. The work high-

lights the need for more research in morphologically rich languages like Urdu while highlighting the effi-

cacy of deep learning techniques in Urdu sentiment analysis [37]. 

This language requires minimal resources used deep learning methods, such as Long Short-Term 

Memory (LSTM) and Convolutional Neural Networks (CNN), to categorize Pashtu social media content 

into three groups: neutral, negative, and positive [38]. Sentiment analysis in Pashtu-script-like Urdu, a 

language with limited resources[39]. They identified issues like a lack of language resources and annotated 

datasets after analyzing more than 50 studies [40]. The study offers insights into the intricacies of Urdu's 

morphology and syntax by examining a variety of methodologies, such as lexicon-based and machine 

learning techniques [41].The summary of related work show in Table 1. 
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Table Error! No text of specified style in document.1. Summary of the Related Work 

References Models Results 

[42] CNN+LSTM Accuracy = 90.0% 

[43] MSA Accuracy = 91.23% 

[44] BILSTM-ATT Accuracy = 77.9% 

[45] LSTM Accuracy = 75.963% 

[46] RNN Accuracy = 71.0% 

[47] mBert Accuracy = 77.61% 

 

Sentiment analysis with regard to Roman Urdu and English dialects, particularly on social media 

platforms [48] . This deep learning architecture to address these problems by combining long short-term 

memory for long-term dependence preservation with a one-layer CNN model for local feature extraction 

[49]. According to the study's findings, which involve extensive testing on four corpora, the proposed 

model excels at classifying sentiment in both Roman and Urdu text. Specifically, the model receives high 

accuracy scores of 0.841, 0.740, and 0.748 on the MDPI, RUSA, RUSA-19, and UCL datasets, respectively 

[50]. The studies' findings demonstrate that the SVM classifier and the Word2Vec CBOW model perform 

effectively for sentiment analysis in Roman Urdu [51]. 

3. Proposed Methodology 

     The methodology starts with the collection of the datasets, and then proceeds complete prepro-

cessing slaves such as label encoding, synonym replacement, text tokenization, padding the sequence, one-

hot encoding and data augmentation to enhance the dataset as show in Fig.1. Once the data is processed, 

it is split into train and test datasets. The proposed hybrid deep learning model (CNN for feature extrac-

tion and LSTM for learn sequential dependencies) is applied to the classification. Finally, a performance 

of the model on text classification using precision, recall, F1-score, and accuracy measures. 
 

 

Figure 1. Proposed Methodology 
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3.1 Dataset Description 

An Urdu sentiment analysis corpus this is textual data stored in a CSV file format with sentiment class 

labels. "Class," which includes sentiment labels like positive, negative, or neutral, and "Tweet," which has 

the matching textual data in Urdu, are the two main columns into which the dataset is arranged. The study 

can investigate several sentiment classification techniques and their efficacy on the provided corpus to this 

dataset, which forms the basis for assessing and categorizing sentiments expressed in Urdu tweets. Fig. 2 

displays the dataset's visual representation.  

3.2 Preprocessing 

Preprocessing is performed on the dataset, which includes handling missing values, removing excess 

spaces, and using label encoder to encode sentiment labels. Class weights are calculated to guarantee eq-

uitable training since the distribution of classes is examined for possible imbalance. Furthermore, the da-

taset is improved by applying data augmentation techniques including synonym substitution, random 

word insertion, and deletion, which produce more varied samples and, in turn, improve model perfor-

mance and generalization. 

3.2.1. Label Encoding 

The label encoding process to converts categorical sentiment labels into numerical values using scikit-

learns Label Encoder. The encoder is fitted to the text labels, transforming them into integers. The number 

of unique classes is extracted to configure the neural network's output layer. To handle class imbalance, 

weights are computed based on label distribution. Numerical labels are converted to one-hot encoded vec-

tors using Kera’s' to categorical for compatibility with the model's categorical cross-entropy loss function. 

This preprocessing ensures textual labels are properly formatted for Deep Learning. 

3.2.2. Synonym Replacement 

The synonym replacement for text augmentation to increase dataset diversity. It works by. Splitting 

Urdu phrases into words, randomly selecting words for replacement, retrieving Urdu synonyms from 

WordNet, then replacing original words if appropriate synonyms exist.  While this strategy theoretically 

expands training data, it has little effectiveness in Urdu. This phase comes before tokenization and nor-

malization in the preprocessing pipeline. 

3.2.3 Tokenization 

Tokenization turns raw Urdu text into numerical sequences using Keres' Tokenizer. The tokenizer 

creates a vocabulary by selecting all of the dataset's unique words.  It then converts each Urdu words into 

integer sequences, with words substituted by their respective indices.  To ensure uniform input length, 

sequences are padded or shortened to a set length of 100 tokens.  While this method effectively prepares 

text for neural networks, it employs basic whitespace splitting and lacks Urdu specific rules for complex 

words and punctuation handling a drawback that may be remedied with dedicated Urdu tokenizers. 

3.2.4 Padding Sequence 

The padding stage converts tokenized Urdu sequences into fixed-length vectors using Keres' pad se-

quence’s function.  All sequences are modified to a consistent length of 100 tokens shorter sequences have 

zero padding at the end, while longer sequences are shortened from the start to maintain recent context.  

This normalization maintains dimensional consistency for neural network input while preserving Urdu's 

right-to-left word order.  The zero-padding strategy avoids introducing linguistic bias, but it does not 

expressly address Urdu punctuation signs.  This crucial preprocessing step connects tokenization and 

model input, allowing for fast batch processing while balancing information preservation with computing 

constraints common to Urdu sentiment text analysis. 

3.2.5 One-Hot Encoding 

The numerical sentiment labels are converted into binary vectors using Kera’s' to categorical function, 

with each class resulting in a vector with '1' at its index position and '0' elsewhere. This allows for compat-

ibility with the model's categorical cross-entropy loss function while maintaining label semantics in Urdu 

sentiment analysis. 
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3.2.6. Data Augmentation 

Three text-editing strategies are used to increase the Urdu dataset synonym replacement, random 

insertion and random deletion. Despite WordNet's English focus, these methods artificially improve sam-

ple diversity to minimize overfitting. 

 

 

 Figure 2. Urdu sentiment Dataset  

3.3 Deep Learning Models 

Deep learning sentiment analysis uses neural networks to automatically identify and categorize 

emotions in textual data, such reviews, tweets, or customer reviews. Convolutional neural networks and 

recurrent neural networks are examples of deep learning models that are trained on large labeled datasets 

to identify patterns that correspond to various sentiments, such as positive, negative, or neutral. These 

models are very useful for sentiment analysis tasks because they can accurately capture context, semantic 

meaning, and subtle linguistic cues. 

 

 

Figure 3. CNN model Layer Summery  

3.3.1  Convolutional Neural Networks 

Convolutional neural network based deep learning-based sentiment categorization model using a dataset 

of Urdu text. In order to preprocess the dataset, missing values are handled, columns are renamed, and 
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sentiment labels are encoded. Data augmentation methods like synonym substitution, random word in-

sertion, and deletion are used to create more training examples in order to rectify class imbalance and 

improve generalization. To ensure consistent input size, the text data is tokenized and transformed into 

padded sequences. Three convolutional layers, max pooling, regularization dropout layers, and a final 

dense output layer with the SoftMax activation function are all included in the architecture of a CNN 

model. To reduce bias, the model is trained with class-weighted balancing and categorical cross-entropy 

loss using the Adam optimizer. Accuracy measurements, a classification report, and a confusion matrix 

on the test set are used to assess model performance, and accuracy and loss graphs are used to depict the 

training process. The CNN model layer summery shown in Fig. 3. 

3.3.2  Long Short-Term Memory 

LSTM system the first phase of the process involves data preprocessing, including the encoding of 

class labels and missing values. To combat data imbalance and enhance generalization, data augmentation 

techniques such as substitution of synonyms, random insertion/deletion of words are applied. Tokenizing 

and padding the sequence prepares textual data for deep learning. An LSTM model with several layers 

and dropout regularization is trained with Adam optimizer with a small learning rate, categorical cross-

entropy loss, and class weights to tackle imbalance problems. 

Accuracy, classification reports, and a confusion matrix are used to assess the model, and loss and 

accuracy charts are used to illustrate training results. In order to avoid overfitting and guarantee ideal 

generalization, early halting is used. The CNN model layer summery shown in Fig. 4. 

 

Figure 4. LSTM MODEL Layer Summery  

3.3.3  Recurrent Neural Network 

Recurrent Neural Network based model for classifying sentiment in Urdu text that includes prepro-

cessing, augmentation, training, and assessment of the data. The dataset is cleaned, tokenized, and padded 

to a specified length, prior to splitting into training and testing set. Using model generalization, three data 

augmentation techniques such as synonym replacement, random insertion and random deletion are used. 

A simple recurrent neural network model is built using an embedding layer, recurrent layer, and dropout 

layers followed by fully connected layers and compiled using categorical cross-entropy loss with the Adam 

optimizer. The class imbalance has been rectified by training the model on a smaller dataset (40 percent of 

the training data) along with calculated class weights. A performance evaluation was conducted using 

accuracy, loss curves, a classification report, and a confusion matrix to demonstrate the efficiency of the 

RNNs in sentiment analysis. 
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Figure 5. RNN model Layer Summery  

 

Figure 6. Proposed Hybrid CNN-LSTM Model   

 

Figure 7. CNN-LSTM model Layer Summery  

3.3.4  Proposed Hybrid Model 

A sentiment classification for Urdu texts, hybrid CNN-LSTM model is proposed that integrates data 

preprocessing, augmentation, training, and evaluation. The dataset is cleaned, tokenized, and padded to a 

predefined sequence length before being split into training and testing sets. To enhance model generaliza-

tion, data enrichment techniques include synonym substitution, random insertion, and random deletion. 
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A CNN-LSTM model is constructed of an embedding layer, convolutional and max-pooling layers for fea-

ture extraction, and stacked LSTM layers for sequential learning with dropout regularization shown in Fig. 

6. The model is trained for 40 epochs using the Adam optimizer and categorical cross-entropy loss, using 

class weights that have been adjusted to handle imbalance. Performance is assessed using accuracy, loss 

curves, a classification report, and a confusion matrix, demonstrating the effectiveness of CNN and LSTM 

in tandem for sentiment analysis. The CNN model layer summery show in Fig. 7. 

3.4 Evaluation Parameters 

The performance evaluation of intrusion detection algorithms includes a variety of criteria that assign 

numerical values to their effectiveness. These metrics represent different aspects of an algorithm's class 

correctness, resilience, and proficiency in identifying different types of cyberthreats. When evaluating in-

trusion detection, a few common parameters are employed. 

The accuracy is calculated by dividing the number of correctly predicted events by the entire number 

of cases, indicates the overall accuracy of the model. FN, FP, TN, and TP are the acronyms for False Nega-

tives, False Positives, and True Positives, respectively.   

                 *100
TP TN

Accuracy
TP TN FP FN

+
=

+ + +
                   (1) 

 

By displaying the proportion of real positive predictions among all positive predictions, precision 

provides the percentage of positive forecasts.  

                       *100
T

P
P
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s
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+
                            (2) 

Recall assesses the model's ability to differentiate real positive cases from all other positive examples. 

                            Re *100
TP
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=
+

                              (3) 

The F1-score, which is the harmonic mean of accuracy and recall, is the only statistic that balances 

false positives and false negatives. 

                        Pr *Re
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4.  Results and Discussion 

The CNN, LSTM, and RNN models are all outperformed by the suggested CNN-LSTM model as 

shown in the Table 3. The CNN-LSTM hybrid is the most successful model for Urdu sentiment analysis, 

obtaining the best precision, recall, F1-score, and training and testing accuracy. The contextual understand-

ing of sentiment in text is improved by the combination of CNN's capacity to extract spatial characteristics 

and LSTM's prowess in capturing long-term dependencies. Additionally, because of its effective learning 

of both local and sequential patterns, the CNN-LSTM model consistently demonstrate a performance gain 

in accuracy as the number of epochs grows. The thorough results demonstrate the CNN-LSTM model's 

supremacy in deep learning-based sentiment analysis by confirming its dependability in correctly classi-

fying sentiment in Urdu text. 

4.1 Performance of CNN Model 

The CNN model's performance across various training epochs (10, 20, 30, 40, and 50) with accuracy 

values for multiple classes or metrics. As training progresses, accuracy generally improves, with the 

highest values observed around epochs 40 and 50. At epoch 10, the model achieves an average accuracy of 

approximately 95-98%, indicating strong initial performance. By epoch 20, there is a noticeable 

improvement, particularly in some metrics reaching 99%, indicating that the model. At epoch 40, the model 

recovers with the highest recorded accuracy values, showing stability and robustness in predictions. By 

epoch 50, accuracy remains consistent, reinforcing that the model has reached optimal learning capacity. 

According to the results, the model works best between epochs 40 and 50, which makes it a good range to 

finish training as shown in the Table 2. 
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Table 2. CNN Model Performance  

Epoch Testing % 
Training 

% 

Prec.(P) 

% 

Prec.(N) 

% 

Recall 

(P) % 

Recall 

(N) % 

F1 

score(N) % 

F1 

Score(P) % 

10 95.8 98.1 94.0 98.0 98.0 94.0 96.0 96.0 

20 97.1 98.5 96.0 99.0 99.0 95.0 97.0 97.0 

30 95.8 98.4 96.0 95.0 95.0 96.0 96.0 96.0 

40 97.8 98.5 96.0 99.0 99.0 96.0 98.0 98.0 

50 98.3 98.7 97.0 99.0 99.0 97.0 98.0 98.0 

4.2 Performance Evaluation of RNN 

The performance of the RNN model with accuracy values for several classes or evaluation criteria 

over several training epochs (10, 20, 30, 40, and 50). The model's accuracy at epoch 10 is moderate, varying 

somewhat across measures and falling between about 80% and 96.1%. The model appears to be learning 

and adjusting as training advances to epoch 20, as evidenced by the minor improvement in accuracy for 

the majority of criteria. Nevertheless, a slight decline in accuracy is noted around epoch 30, especially for 

lower values for some classes, which may be a sign of overfitting or model instability. Accuracy results 

vary little by epoch 40, when performance stabilizes but does not significantly improve. At epoch 50, the 

model's overall performance remains consistent with very minor accuracy variations. The results show 

that the model works best between epochs 20 and 40, but additional fine-tuning could be necessary to 

enhance generalization and prevent overfitting as shown in the Table 3. 

Table 3. RNN model Performance  

Epoch 
Testing 

% 

Training 

% 

Prec.(P) 

% 

Prec.(N) 

% 

Recall(P) 

% 

Recall(N) 

% 

F1 Score 

(N) % 

F1 Score 

(P) % 

10 80.7 96.1 81.0 80.0 80.0 82.0 81.0 80.0 

20 81.5 96.3 83.0 80.0 80.0 83.0 82.0 81.0 

30 79.3 95.8 80.0 79.0 79.0 80.0 79.0 79.0 

40 79.7 96.3 81.0 79.0 78.0 81.0 80.0 79.0 

50 80.1 96.0 80.0 80.0 80.0 81.0 80.0 80.0 

4.3 Performance Evaluation of LSTM 

The LSTM model's performance throughout a variety of training epochs (10 to 50). At epoch 10, the 

model achieves a high accuracy of approximately 95.0% across most metrics, with a peak value of 99.0% in 

one instance. The accuracy exhibits minimal fluctuation as training progresses to epoch 20, increasing 

somewhat to 99.1% in one metric. At epoch 30, the model still exhibits comparable behavior, indicating 

that convergence has been attained. However, at epoch 40, a minor drop in one category (94.0%) is ob-

served, suggesting a potential variation in generalization ability. There are no appreciable performance 

increases or losses by epoch 50, indicating that there are no benefits to additional training after epoch 30.  

All things considered, these results demonstrate how stable and useful the model is; nonetheless, 

additional regularization or fine-tuning techniques could be explored to enhance generality as shown in 

the Table 4. 

Table 4. LSTM Model Performance  

Epoch 
Testin

g % 

Trainin

g % 

Prec.(P) 

% 

Prec.(N) 

% 

Recall(P) 

% 

Recall(N

) % 

F1 

score(N) 

% 

F1 

Score(P) % 

10 95.0 99.0 95.0 95.0 95.0 95.0 95.0 95.0 

20 94.9 99.1 95.0 95.0 95.0 95.0 95.0 95.0 



Journal of Computing & Biomedical Informatics                                            Volume 08 Issue 02                                                                                         

ID : 962-0802/2025  

30 95.3 99.1 95.0 95.0 95.0 95.0 95.0 95.0 

40 94.9 99.1 95.0 94.0 94.0 95.0 95.0 95.0 

50 94.9 99.1 95.0 95.0 95.0 95.0 95.0 95.0 

4.4 Performance Evaluation of Proposed Hybrid Model 

The Proposed CNN-LSTM model consistently demonstrates good accuracy across several test runs, 

with values averaging between 96 and 99% for the various metrics assessed. It performs consistently, show-

ing consistency and resilience in its predictions with little variation in accuracy. Although there are some 

minor differences across runs, they fall within a reasonable range, indicating that the suggested model is 

generalizing effectively across test sets. These outcomes demonstrate how well the proposed model han-

dled the provided categorization task, providing compelling evidence of its applicability in practical set-

tings as shown in the Table 5. The confusion matrix of proposed model shown in the Fig. 7. 

Table 5. CNN-LSTM MODEL Performance  

Epoch 
Testing 

% 

Training 

% 

Prec.(P) 

% 

Prec.(N) 

% 

Recall(P) 

% 

Recall(N) 

% 

F1 

score(N) 

% 

F1 

Score(P) 

% 

10 96.6 99.3 95.0 98.0 98.0 95.0 97.0 97.0 

20 96.6 99.4 96.0 98.0 98.0 95.0 97.0 97.0 

30 96.9 99.5 96.0 98.0 98.0 96.0 97.0 97.0 

40 96.5 99.5 95.0 98.0 98.0 95.0 96.0 97.0 

50 96.9 99.5 96.0 98.0 98.0 96.0 97.0 97.0 

4.5 Performance Analysis of All Models 

The CNN-LSTM model, as proposed, performs well in sentiment analysis, obtaining an amazing 

testing accuracy of 96.9%. This hybrid model successfully captures both local patterns and long-term 

dependencies in textual data by fusing the advantages of Long Short-Term Memory (LSTM) networks for 

sequence learning and Convolutional Neural Networks (CNNs) for feature extraction. With F1 scores of 

97.0%, the model demonstrates balanced precision, recall, and F1 scores for both positive and negative 

sentiments, underscoring its capacity to correctly identify sentiments across various classes. For applica-

tions involving both spatial and temporal feature processing, including sentiment analysis, the CNN-

LSTM model is a potent option because it performs better than the conventional CNN and LSTM models 

separately. Its exceptional performance raises the possibility of wider uses in problems involving natural 

language processing as shown in Table.6. 

Figure 7. Proposed Hybrid CNN-LSTM Model 
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The CNN-LSTM model, which combines convolutional neural networks for feature extraction with 

long short-term memory networks for sequence modeling, had 99.5% training and 96.9% testing accuracy.  

 In comparison, the FastText API, which employs a shallow neural network and represents text as a bag 

of words or n-grams, often has shorter training times and cheaper processing costs, making it suited for 

large-scale and real-time applications.  However, FastText often provides moderate accuracy, ranging 

from 85% to 95% on similar tasks, depending on data quality and preprocessing.  It is extremely efficient 

however it may not capture complex syntactic and contextual nuances as well as deep models such as 

CNN-LSTM. It is highly efficient but may not capture intricate syntactic and contextual nuances as effec-

tively as deep models like CNN-LSTM. 

 

Table 6. Performance Analysis of All Models  

Technique 
Testin

g % 

Trainin

g % 

Prec.(P) 

% 

Prec.(N) 

% 

Recall(P) 

% 

Recall(N

) % 

F1 

score(N) 

% 

F1 

Score(P) 

% 

CNN 98.3 98.7 97.0 99.0 99.0 97.0 98.0 98.0 

RNN 79.7 96.3 81.0 79.0 78.0 81.0 80.0 79.0 

LSTM 94.9 99.1 95.0 95.0 95.0 95.0 95.0 95.0 

Proposed 

Model 
96.9 99.5 96.0 98.0 98.0 96.0 97.0 97.0 

5. Conclusion and Future Work 

This research proposed hybrid model for Urdu sentiment analysis that combines Long Short-Term 

Memory networks with Convolutional Neural Networks (CNN). While the LSTM component analyzes the 

text's long-term dependencies, the CNN component effectively collects important features and local word 

patterns. The hybrid approach improves the generality and accuracy of sentiment classification by com-

bining these models. Throughout several test runs, the suggested model regularly achieves excellent accu-

racy; the highest recorded accuracy was 99.5%. This peak performance shows how well the model handles 

the specified categorization task and how robust it is. Strong generalization skills are demonstrated by the 

small accuracy changes between runs, which makes the suggested CNN-LSTM ensemble a dependable 

option for practical Urdu sentiment analysis applications. Sentiment analysis of Urdu text is difficult be-

cause of its limited labeled data, intricate language, and rich morphology. In order to improve sentiment 

categorization, deep learning approaches automatically extract features. The proposed hybrid model im-

proves accuracy and generalization by processing long-term dependencies while CNN captures local pat-

terns. By surpassing conventional methods, our model achieves state-of-the-art performance. Future re-

search will examine multi-modal sentiment analysis, integrate transformer-based models such as BERT, 

increase datasets, and optimize for real-time social media and opinion mining applications. 
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