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Abstract: The purpose of the study was to develop sentiment analysis tool and system for Urdu 

language through the use of Machine Learning models and deep learning algorithms. In modern 

age of social media communication and interaction, the anlysis of opinion of the users and 

customer’s of business products, political discourses, religious and cultural crtiques and debates to 

explore their sentiments abouth the services, products, scenarios and stories are much needed. The 

methodology used by the researchers was to create dataset from tweets and posts on social media 

platforms in Urdu language. The researchers then used pre-processing and Lemmatization data to 

make it suitable for trainig and testing when using machine learning algorithms such as Support 

Vector Machine, Naïve Bayes, BiLSTM and other realted models.The sentiment analyzer 

categorized the sentiments in Urdu language text with nine categroies and thus the resulted tool or 

system was tested for its effectivness and efficeincy with more than 50% accuracy and high level of 

validaity were found. Thus, the sentiment analysis of Urdu language using machine learning 

models was deceloped to bbridge the gap in sentiment analysis for Urdu language in Pakistan. 
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1. Introduction 

In the modern world of digital, online and AI-based platforms for communication in businesses, 

political discussions, social, cultural and religious discourses and debates, there is need of analyzing the 

sentiments of individuals, groups and organization for providing feedback and bringing changes, 

modifications, innovations and improvements in products, decisions, evaluations, judgments and plans 

implementation [1],[2],[3]. 

The software apps and tools are available in English language for sentiment analysis but there is need 

to develop sentiment analyzer in broad categories using Urdu language (Nastaleeq script) as gap identified 

by the researchers through the in depth literature review for the study [4],[5],[6],[7]. There is distinctive 

contextual sensitivity when using Urdu language (Nastaleeq script) in writing or text messages [8], [9]. As 

in the Urdu text messages the letter glyphs dynamically change their shape [1] and creating challenges for 

sentiment analysis. The national Language Authority (NLA) [2] has standardized the Haroof-e-Tahaji 

(Urdu Alphabets) as given below [10], [11]. 

The national language of Pakistan is Urdu and is spoken by millions of people in Pakistan and the 

Asians or Indians living in foreign countries as overseas in other countries of the world. So, the researchers 

intended to make a smart sentiment analyzer for Urdu language text using deep learning techniques and 
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machine learning models [12],[13]. Many researchers have tried to explore sentiment analysis but they used 

small categorization of emotions and sentiment using two or three categories such as happiness; sadness; 

sadness, happiness and neutral etc. usually the sentiment analyzers are based on three category system as 

positive, negative and neutral [14], [15],[16]. 

 

 

 

 

Figure 1. Urdu Alphabets Adopted from NLA (Haroof e Tahaji) 

The study has tried to develop a model in nine categories of sentiment analysis with at least 50% or 

more accuracy. So, in the study machine learning models such as BiLSTM, CNN, RNN , Random Forest,  

Support Vector Machine, Logistic Regression, and Naïve Bayes were used and adopted for optimal 

performance of the Urdu Sentiment analysis [3] [17],[18]. The researchers adopted structured 

methodologies to involve the application of Machine Learning (ML) approach, tools and techniques [4], 

[19],[20]. For this purpose the researchers compiled dataset of Urdu text messages involving sentiments or 

opinions of customers and user of products or services from API of Twitter [21],[22],[23],[24].  

A pre-processing steps used for cleaning and standardization, feature extraction from dataset such as 

tokenization; the researchers selected and used various algorithm that included BiLSTM, CNN, RNN , 

Random Forest,  Support Vector Machine, Logistic Regression, and Naïve Bayes [3], [25],[26],[27],[28]. 

These algorithms were used for identifying the underlining sentiment or emotion within dataset of a given 

language [29]. The sentiment analysis of Urdu language using deep learning techniques made it possible 

to categorize a text in Urdu language in the following nine categories i.e. happiness, sadness, love, anger, 

hatred, fear, disappointment and peace [30],[31],[32]. 

After training the model with the dataset, accuracy, F1 score and recall were used for evaluation and 

assessment of performance as well as its effectiveness for sentiment analysis in Urdu language sentences, 

words and phrases in the dataset [33],[34],[35],[36]. Hence, the researchers achieved the main aim and 

objective of the study for sentiment analysis of Urdu language using deep learning techniques, algorithm 

and machine learning model system [37][,38],[39],[40]. 

The study is significant because it has filled the gap in research by developing a model for sentiment 

analysis of Urdu language using deep learning algorithm and machine learning models. It is also 

significant for bordering the sentiment analysis model from three category system to nine category system 

in Urdu language (Nastaleeq script) [41].    

 

2. Materials and Methods  

To evaluate the developed model system effectiveness, the researchers produced a Corpus of 148 

tweets in each category of sentiments thus a total of 1332 tweets were used in the study for sentiment 

analysis in Urdu language. Figure 2 below has explained the steps used in pre-processing of dataset, Figure 

3 shows the dataset distribution, Figure 4 shows dataset cleaning and lemmatization and Figure 5 shows 

confusion matrices of different models [42]. 

 

 

 

 

 

 

 

 

 
Figure 2. Flow Chart for Pre-processing of dataset 
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Figure 3. Bar Graph of Nine Categories of Sentiment 

 

 

 

 

 

 

 
 

Figure 4. Cleaning and Lemmatization 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Confusion Matrices of different Models  

The software apps used for the experiments included Python and within the Python the researchers 

have leveraged powerful libraries for achieving the desired tasks such as Scikit-learn, Numpy, Pandas and 

Seaborn.  

The researchers in the study used both qualitative and quantitative research methods for data 

analysis. In quantitative data analysis the focus was on categorization of Urdu language text (expressed 
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sentiment) in nine categories as discussed in the introduction. In qualitative method it was focused to 

complement the analysis with more expert assessment of the systems’ sentiment taxonomy [43]. 

The study used different algorithms for various discussions such as Bidirectional Long Short Term 

Memory (BiLSTM) for informative flow in both directions i.e. back and forth [5]. Support Vector Machine 

(SVM) was used for grouping the text and creating boundaries within the group [6]. Figure 6 has shown 

how SVM has drawn a line to classify two different groups of things.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. SVM draws a line to classify two different groups of things 

Naïve Bayes (MultinomialNB) was used to allow the researcher to “inverse” conditional probabilities 

and to be used as generative learning algorithm [7]. Logistic Regression (LR) was used for binary 

classification problem as well as multiple classifications to estimate the probability such as head or tail etc. 

based on independent variables present in the dataset [8].  

Random Forest (RF) classification algorithm was used for multiple decision trees in the output to 

converge into a single result, thus it helped both in classification and regression problems [9]. The 

performance metrics included Confusion Matrix with parameters: True and False Positive; True and False 

Negative (Figure 7) 

 

  

 

 

 

 
 

 

Figure 7. Confusion Matrix 

It also included accuracy for presenting the proportion of correcting predicted observation and as 

common matrices for performance evaluation. The accuracy of the model as calculated is given by: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 

The researchers also used three additional metrics: F1 score, Precision and Recall for evaluation of the 

model’s effectiveness [10] and evaluation. 

 

3. Results 
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The main purpose of the study was to bridge the existing gap in sentiment analysis tools and 

techniques for Urdu language text and to develop a model to be applied in different field of life such as 

businesses, politics, religion or cultural discussions, social and commercial or industrial products. 

The study achieved the objective by developing a model system, tool and technique for sentiment 

analysis in Urdu language with nine categories classification. The system involved the steps of data 

collection for pre-processing of the Urdu language text, extraction of relevant features and application of 

various machine learning algorithm with rigorous and robust evaluation of the resulting system. The 

sentiment analyzer developed could identify and analyze emotion in nine categories and can be extend to 

label more data and to improve accuracy of all the models to correctly identify emotions and sentiments 

expressed in Urdu language text.       

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Different Models Accuracies 

 

4. Discussion 

This study aimed at developing an NLP tool for sentiment analysis of Urdu language using deep 

learning techniques and machine learning models. In the era of digital, online and social media platforms 

used for expression of opinion, presenting product reviews, political discourses, religious and cultural 

discussion or debate. There was need of developing tool and system for sentiment analysis in Urdu 

language. Urdu is having the challenges of orthographic variation, resource opacity and scarcity, lack of 

standardized text corpora, complex morphology, niche vocabulary and Perso-Arabic script (Nastaleeq 

script). 

In the modern era deep learning has brought revolution in NLP by enabling end-to-end learning 

without the need of manual manipulation and data handcrafted feature [11]. While there are strategies, 

challenges and applications for English language sentiment analysis, Urdu is having comparatively limited 

strategies, challenges and applications or tools [12]. In the recent years sentiment analysis has gained 

popularity on different social media platforms including Twitter, Facebook and Instagram etc. [2]  

Sentiment polarity and score are the two basic aspects of sentiment analysis widely used in literature 

[13]. In Urdu grammar there are two genders (Male/ Female), two numbers (Single / Plural) and three cases 

(Vocative Direct and Indirect) [14]. To detect source materials in the Urdu language text for emotion, 

expression or sentiment representation in subjective terms, computational linguistics and deep learning 

techniques are used [15]. 

In this study the sentiments were represented by nine categories of the text through the application of 

deep learning or machine learning models. While in the existing situation these are usually categorized 

into two or three categories [4] in NLP tools.  

The study of [15] has discussed linguistic techniques such as parsing, named Entity Recognition and 

POS tagging for Urdu corpus development. However, it does not cover sentiment analysis in Urdu [16] 

which is addressed in the study there are no exclusively developed deep learning techniques for sentiment 

analysis in Urdu. Hence, there is lack of linguistic technique or NLP tools or system for sentiment analysis 

in Urdu as discussed in [17] and the present study has addressed this gap. 

Another problem as discussed in literature in sentiment analysis of Urdu language is that there is need 

for an intelligent sentiment analysis tool to have acceptable level of accuracy and scalability [18] which are 

addressed in the study.  
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The researchers have classified the deep learning techniques and models for Urdu language sentiment 

analysis to be either lexicon based or hybrid approach [19]. So, there is need for a comprehensive system 

or tool to cover all aspects of Urdu language.   

Hence, the study has tried to fill the gap and has developed sentiment analysis of Urdu language 

using deep learning techniques and machine learning models. The accuracy of the developed system is 

more than 50% with multiple categories of sentiment analysis. 

 

5. Conclusions 

The research study has filled the gap identified in sentiment analysis of Urdu language in nine 

categories using deep learning techniques, algorithm and machine learning models. However, there are 

more avenues to be explored in this area as suggested for further research. 

 

6. Future Work 

The researchers suggested the following areas for further research: 

• To enhance the model performance in sentiment analysis of Urdu language and  

• To integrate deep learning into sentiment analysis for Urdu language. 
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