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Abstract: Contemporary intelligent transportation systems significantly depend on automatic 

license plate identification for law enforcement, surveillance, and tollcollecting functions. 

Automatic license plate recognition is essential for vehicle management; yet, existing systems face 

challenges such as considerable angle deviations, subpar image quality, environmental disruptions, 

and barriers that render precise and rapid recognition in real-world contexts difficult in mass transit 

environments. Although current algorithms may identify license plates under optimal settings, their 

efficacy frequently diminishes in more intricate scenarios. This study presents a model for 

recognizing license plates that utilize enhanced YOLOv10 for plate detection and a distinct CNN for 

character recognition. The improved YOLOv10 algorithm greatly enhances the model’s capacity to 

extract features and detect license plates efficiently. This research incorporates BiFPN, SEAM, and 

GCNet modules into the augmented YOLOv10 model. Additionally, we utilize extensive data 

augmentation to enhance the recognition of partially obscured plates in simulated adverse settings, 

augmenting the model’s robustness in real-world applications. Experimental findings from our 

proprietary AOLP dataset indicate that our methodology attains a precision of 94.89%, a recall of 

92.79%, an F1 score of 93.83%, and a mean average precision (mAP) of 94.10% for number plate 

detection, surpassing the baseline YOLOv10 by 3.22% in precision, 4.01% in recall, 3.83% in F1 score, 

and 0.56% in mAP. The R 2 value is 96.15%, accompanied by an RMSE of 4.01. The character 

recognition module of our suggested model attains an accuracy of 97.87% with a processing 

duration of 2.1 ms. 
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1. Introduction 

Object detection [1], such as in practical applications, autonomous driving [2], robotic navigation [3], 

and object tracking [4], is an important aspect in the recognition of number plates. Recently, different 

authors utilized CNN for object detection in realtime applications [5–7]. Whereas these approaches 

demonstrate superior performance with standard images, they typically experience a reduction in 

detecting efficacy under unfavorable weather circumstances, particularly in fog, which is a prevalent 

occurrence in real-world situations [8, 9]. Researchers are encountering significant challenges due to the 

escalating traffic congestion. In the past, license plate identification has garnered significant interest from 

numerous academics [10]. Currently, the technologies for recognizing regular license plates are poorly 

developed, resulting in low resolution, pollution, inadequate lighting, and occlusion [10, 11]. To address 

these complex issues, many number plate recognition systems have been created, such as [5, 10–12]. 

However, these models still lack computational efficiency and precision. The detection network [13] 

identifies the position of the license plate in the image, while the recognition network interprets the 
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sequence of characters on the license plate [14]. Recently, YOLO has been the leading paradigm in real-

time object identification due to its efficient balance of processing expense and detection efficacy [1, 15, 16].  

Domestic license plate identification technology has advanced quickly and steadily recently [17]. 

Deep learning models [18, 19] like YOLO and LPRNet can resolve the problem of reduced license plate 

identification under challenging conditions. The fact that foreign license plates can concurrently employ 0 

and O and 1 and I as content makes recognition more challenging. Vehicle license plate recognition is made 

more difficult by these intricate vehicle license plate backgrounds, symbol combinations, and the variety 

of character combinations and abbreviations, which frequently necessitate high computational and time 

expenditures [20]. Researchers have investigated architectural designs, optimization aims, data 

augmentation methodologies, and other aspects of YOLOs, resulting in significant advancements [21, 22]. 

This work presents a comprehensive method integrating advanced object detection approaches for 

character segmentation to tackle the issues. The suggested work utilizes YOLOv10, an advanced object 

recognition technique [23], for exact character segmentation [24, 25]. This collaborative method seeks 

elevated precision and instantaneous processing skills crucial for effective ALPR applications [26]. 

There are far more vehicles on the road now, which encourages greater criminal activity [27]. Tracking 

cars is challenging due to their rapid growth, so the right authorities must do so. Automatic number plate 

recognition and vehicle make and model identification are becoming more and more necessary as the daily 

flow of cars increases [28, 29]. With the number of catastrophic incidents that happen every year, this 

application is also useful for tracking vehicle speeds. Thousands of surveillance cameras are positioned 

along the roadway, mostly for law enforcement and traffic control purposes [30]. It would be impossible 

to conduct continuous manual inspection, as doing so would involve enormous work and high expenses. 

Automatic visual interpretation enables the detection, tracking, and classification of all traffic. The make 

and registration information linked to the license plate are particularly significant concepts in this context. 

Another application involves tracking down specific cars after a crime, particularly when the license plate 

number is absent and only a description of the vehicle is available [31]. 

In these situations, it is necessary to visually identify the vehicle’s make and model. By comparing 

the spotted automobile with its make and model, we can identify vehicles with stolen license plates [32]. 

This study introduces an enhanced YOLOv10 for license plate detection, utilizing a Cross Stage Partial 

Bottleneck-based CNN classifier for alphanumeric character recognition inside a multimodal framework. 

Enhanced YOLOv10 algorithm that greatly improves the model’s feature extraction and detection skills. 

This research utilized BiFPN, SEAM, and GCNet. GCNet employs the global context block to record long 

range relationships in the image, improving the model’s capacity to understand complex information with 

increased accuracy. This novel methodology integrates a comprehensive dataset augmentation technique 

to enhance the recognition of partial plates under simulated adverse settings, significantly enhancing the 

model’s resilience in practical applications on a customized AOLP dataset. This study’s primary novel 

contributions in addressing these challenges are as follows: 

1. This research has tailored the AOLP dataset by incorporating numerous images from the subcontinent 

to enhance the diversity in the recognition of licensed number plates. 

2. This research integrated advanced YOLOv10 with BiFPN, SEAM, and GCNet functionalities for object 

detection and segmentation.  

3. Experiments conducted on a publicly accessible AOLP dataset revealed that the Enhanced YOLOv10 

model attained enhanced detection accuracy. 

1.1. Organization 

The current research is structured as outlined: The section Background offers a comprehensive 

analysis of the background. The section Methodology defines the research technique employed in this 

study. The section Results and Discussion delineates the findings and interacts in discourse over these 

outcomes. The section Ablation Study offers a thorough summary of the insights and observations relevant 

to the proposed effort. The section Conclusion synthesizes the study’s principal implications. 

 

2. Literature Review  

     This section demonstrated the functionality of end-to-end object detection systems. Deep learning 

models offer an advanced approach to studying object detection and character recognition. 

2.1. Real-Time Object Detection Systems 
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There are two primary ways for detecting license plates (LPD) in the literature: deep learning 

techniques [33] and classical techniques [34]. YOLO and SSD (Single Shot MultiBox Detector) are two 

popular real-time license plate detection designs [35]. Conversely, once the region containing the license 

plate has been recognized, the characters on the plate are identified using optical character recognition. We 

often utilize commercial software such as ABBYY FineReader and Tesseract OCR as tools [36]. 

Alternatively, it uses optical character recognition based on deep learning, including CNNs and RNNs, 

which have been utilized to improve the accuracy of character recognition [37]. The YOLO series [1, 38–41] 

is particularly prominent among mainstream options. YOLOv1, YOLOv2, and YOLOv3 delineate the 

conventional detection architecture comprising three components: backbone, neck, and head [38, 42]. 

YOLOv4 [43] and YOLOv5 [44] incorporate the CSPNet [45] architecture to supplant DarkNet [46], along 

with data augmentation techniques and improved PAN. [47] presents a C2F building block for effective 

feature extraction and fusion. [48] provides an improved gradient descent method to boost the effectiveness 

of multi-scale feature fusion. [49] incorporates GELAN to improve the architecture and PGI to boost the 

training process. 

2.2. End to End Object Detection 

The foundational structure of object detection is categorized as one-stage or twostage techniques, 

which have remained consistent for an extended period. [50, 51] formalized modern two-stage object 

detection by first introducing the RPN to extract regional features, followed by a subsequent stage to refine 

the predictions. Concurrently, [52, 53] introduced a one-stage object detector that directly regresses 

bounding boxes and predicts class probabilities from the convolutional features of the whole image within 

a single neural network, resulting in significant efficiency. Furthermore, [54] introduced a cascade 

methodology to develop a multi-stage detector. [55] subsequently improved performance by employing a 

sparse set of object suggestions instead of dense anchor priors. Alternatively, the Detection Transformer 

[56] was presented as an innovative method for object detection. Recently, Deformable DETR [57, 58] was 

introduced to mitigate these challenges by integrating deformable convolutions into the Transformer 

architecture, yielding significant improvements. This study presents an improved variant of YOLOv10 for 

the detection of license plates.  

2.3. Deep learning Models 

The authors utilized the TensorFlow framework in conjunction with the Keras deep learning package 

[27, 59]. A plate identification system utilizing a deep learning method is employed by the study [60]. This 

paper presents an innovative methodology for object detection utilizing improved YOLOv10 [1] and a 

CNN classifier [61] for character recognition. This study has customized the AOLP dataset by integrating 

various images from the subcontinent to improve the diversity in recognizing licensed number plates. 

Through a comprehensive background study, this approach demonstrates superior computational 

efficiency and processing power compared to existing models, as previously discussed. This paper 

highlights the transition from conventional methods to advanced machine learning and artificial 

intelligence methods. This demonstrates the continuous progress in ALPR via enhanced versions of YOLO 

and convolutional neural network classification capabilities. 

 

3. Proposed Method  

This study incorporated BiFPN, SEAM, and GCNet modules to improve the efficacy of license plate 

detection using the YOLOv10 model. The study seeks to improve recognition precision. 

Table 1. Comparison with different Existing Techniques 

Ref Layer(L) Parameter(M) Key Feature Use Case 

ResNet[62] 50 25 Skip 

connections 

Simple Tasks 

EfficientNet[6

3] 

237 66 Optimal 

Utilization 

Remote 

devices 

MobileNet[64] 28 3.2 Depthwise 

Convolution 

Real-Time 

apps 

NASNet[65] 1k 88 Cell-Based 

Framework 

High 

Performance 
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Xception[66] 71 22 Depthwise 

convolutions 

General 

purpose 

3.1. Customized AOLP Dataset 

The Application-Oriented License Plate dataset, sourced from [67], comprises 2,049 images captured 

under diverse locales, temporal contexts, traffic scenarios, and weather conditions. This study has 

customized the AOLP dataset by including a multitude of images from the subcontinent to augment the 

diversity in the recognition of licensed number plates. The entire dataset is divided into three subsets, each 

providing a substantial range of samples. 

3.2. Preprocessing Methods 

Preparing the data is important for analysis and predictive modeling because the quality and 

relevance of the data greatly affect the results and success of the models [68]. The preparation techniques 

utilized for the tailored AOLP dataset are detailed below: 

• Resizing: The present work employed a resizing technique to adjust the dimensions of the input 

image, ensuring uniformity across all input images.  

• Contrast Enhancement: This study employed a noise reduction technique to eliminate extraneous 

noise from the images.  

• Color Space Conversion: This research applied a color space conversion approach to transform 

input photos to grayscale, therefore boosting processing efficiency and expediting the learning process, 

which in turn boosts performance. 

3.3. Data Augmentation Methods 

The original AOLP collection comprises 2,049 images. The dataset was insufficient, perhaps leading 

to imbalance and poor generalization. This technique yielded an improved compilation of 17,805 images. 

• Random Horizontal Flip: This technique enables the model to learn from both the original image 

and its mirrored version, offering a broader array of training instances.  

• Random Crop: Irrespective of the number plate’s position inside the image, it acquires the ability to 

concentrate on the relevant region of interest (ROI) that encompasses it [68]. 

• Gaussian Blur: The application of a Gaussian blur reduces the model’s sensitivity to extraneous 

noise, enabling it to concentrate on the fundamental structure and characteristics of the number plate 

images.  

• Random Perspective: License plate images may display diverse shapes and abnormalities, leading 

to geometric distortions within the images. Utilizing a random perspective enhances the model’s resilience 

to distortions. 

 
We consider an input image I, a backbone network B, the number of BiFPN layers N, and the feature 

levels C that originate from the backbone. The backbone network B analyzes the input image I to generate 

a collection of feature maps {F1, F2... FL} at various scales. Generally, it F1 exhibits the highest resolution 

(minimal downsampling), whereas it FL demonstrates the lowest resolution. The algorithm’s foundation 
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comprises N superimposed BiFPN layers. Every layer does a bi-directional feature amalgamation. Each 

level integrates the upsampled feature map from the preceding level with its corresponding original 

feature map. Trainable weights (w1, w2) are frequently employed for weighted feature integration. 

Beginning with the lowest resolution feature map, features are transmitted to higher resolutions. Each level 

integrates the downsampled feature map from the preceding level with the feature map from the top-down 

pathway at the corresponding level. Learnable weights (w3, w4) are prevalent in this context. The final 

output P is made up of several feature maps of different sizes taken from the last BiFPN layer, which can 

then be used for LPR tasks like detecting characters or recognizing sequences, as shown in Algorithm 1. 

 
Figure 1. Implementation of Bi-directional Functionality Pyramid Network functionality in 

enhanced YOLOv10 architecture. 

3.4. Bi-Directional FPN (Bi-DFPN) 

BiFPN [69] facilitates efficient integration of multi-scale features via bidirectional pathways, enabling 

a more thorough capture of features across many layers, as shown in Figure 1. In conventional feature 

pyramid networks [70, 71], all input features are typically regarded as equivalent, resulting in the 

straightforward summation of features with disparate resolutions without accounting for their differing 

impacts on the output features. Algorithm 2 is essential to the Separated & Enhancement Attention Module 

 
 (SEAM), which features separate channel attention using two linear layers and then applies 

enhancement convolution after combining channel and spatial attention. 

3.5. Separated & Enhancement Attention Module (SEAM) 

     The design mainly consists of depth-separable convolution, residual connections, and fully linked 

layers that integrate channel attention [72]. The arrangement is illustrated in Figure 2. This approach 
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significantly reduces the number of FLOPs, lowering it from h×ω×k 2 timesC2 required by normal 

convolution to h×ω×k 2 timesC as shown in Equations 1, 2.  

 

 
     whereas conventional convolution required 

 

 
Figure 2. Implementation of the Separated and Enhanced Attention Module in the refined YOLOv10 

Architecture. 

This method decreases the parameter count while maintaining channel independence, hence 

enhancing computing efficiency and feature extraction accuracy, allowing SEAM to efficiently manage 

intricate features in complicated scenarios. The computational cost (FLOPs) of PConv is calculated by 

Equation 3. 

 
     When rt = cj C = 1 4 , the FLOPs of PConv diminish to 1 16 of those of a standard convolution. PConv 

further necessitates less memory access as given by Equation 4, 

 
Algorithm 3 describes the Global Context Network (GCN) module, which aims to understand 

connections over long distances in the feature map’s spatial layout. We utilized GCN because it enhances 

LPR by enabling the network to account for the complete context of the license plate while analyzing each 

local location. 

3.6. Global Context Network (GCN) 

Conventional CNNs predominantly depend on local receptive fields for convolutional processes 

during image processing. This approach is constrained by its ability to replicate only restricted regions of 

the image, leading to limited receptive fields, particularly when addressing objects with long-range 

correlations. GCNet substantially improves the model’s feature representation capability by collecting 

long-range image relationships, as seen in Figure 3. 

3.7. Enhancement Strategies Implemented on YOLOv10 Model 

We improved feature extraction with the implementation of BiFPN, SEAM, and GCN. The recovered 

multi-scale features are fed into a Bi-Directional Feature Pyramid Network (BiFPN) to help combine 

features from different scales effectively. The output from BiFPN is further improved by one or more 

Separated & Enhancement Attention Modules (SEAM) to better focus on important details in both the 
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channels and the space. We then transmit the attributes from SEAM across one or more Global Context 

Network (GCN) modules to capture extensive spatial dependencies. The processed multi-scale features, 

which may be concatenated, are subjected to global average pooling. A linear layer transforms the pooled 

features into logits that denote the probability of each character in the dictionary, together with a blank 

token, commonly utilized in sequence recognition tasks such as LPR with CTC loss; however, this 

pseudocode illustrates a more straightforward classification method for each output. We use SoftMax to 

calculate the probability. 

 
3.8. Focal Cross-Entropy Loss (FCE Loss) 

The focal loss, through the incorporation of a focusing parameter γ, modulates the impact of each 

sample on the loss according to classification difficulty, diminishing the effect of easily classified cases 

while enhancing that of more challenging ones. Focal loss can be calculated by Equation 5. 

 
Where pt estimates the probability of each class α is a weighted coefficient for each category, γ is a 

parameter for adjusting the rate of down-weighting easy instances. 

3.9. Performance Evaluation Metrics 

In the subsequent experiment, this study assesses the precision of number plate identification utilizing 

the following metrics: 

• Precision: It is a crucial statistic for evaluating the efficacy of classification and object identification 

models. The formula is delineated by Equation 6: 

 
• Recall: This measure evaluates classification and object detection models by examining their ability 

to accurately recognize all pertinent instances within a dataset. It can be calculated by Equation 7. 

• F1 Score: It signifies the harmonic mean of precision and recall. It can be calculated by Equation 8. 
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Figure 3. Feature extraction process of the Global Context Network functionality in the enhanced 

YOLOv10 architecture. 

• R Square: R2 quantifies the extent of regression, demonstrating the correlation between anticipated 

number plate characters. It is calculated by Equation 9. 

 

 



Journal of Computing & Biomedical Informatics                                           Volume 09  Issue 01                                                                                         

ID : 996-0901/2025  

Figure 4. Character recognition via a CSPBottleneck-based CNN classifier, employing a 

convolutional neural network architecture. 

4. Results and Discussion  

     This section offers a thorough description of the experimental methodology and training protocols. 

The best parameter configurations are as given in Table 2. 

Table 2. Model Training Hyperparameters 

Parameter Value 

Learning-Rate 1x10-3 

Input image resolution 640x640 

  

Weight-decay 0.005 

  

Optimizer SGD 

No of Epoch 100 

Batch Size 32 

No of Iteration 1500 

4.1. Model Training 

To mitigate the issue of overfitting, the current research implemented various solutions. The current 

research partitioned the original and enriched dataset of 17,805 images using a standard ratio of 80:10:10 

for the model. A total of 17,805 images were utilized for training, with 1,780 images allocated for the 

validation set and 3,561 images designated for the testing set. The YOLOv10 model served as a pre-training 

framework, facilitating the acquisition of generic features to improve the model’s initial performance. 

Furthermore, throughout the training phase, this study employed the early stopping strategy, which halts 

training when the validation set performance fails to increase over ten consecutive epochs, to mitigate the 

risk of overfitting on the training set. The comparison is seen in Figure 5, and quantitative results are given 

in Table 3. BiFPN markedly enhanced detection accuracy by effective multi-scale and weighted feature 

fusion techniques. This dual attention method enhances the model’s accuracy in detecting number plates 

in intricate traffic conditions. 

4.2. CNN Classifier for Character Identification 

The character segmentation algorithm examines cropped license plate images, whereas the character 

recognition technique utilizes these segmented images. Figure 6 illustrates the segmentation outcomes of 

YOLOv10 and the optimized YOLOv10 method. 

Table 3. Comparative Evaluation of Proposed Model 

Technique Precision Recall F1 Score mAP50 R2 RMSE 

SSD 89.20 55.46 68.0 71.75 17.0 19.87 

Faster R-

CNN 

68.57 69.0 71.75 69.64 56.0 14.52 

YOLOv8 91.22 87.26 89.0 92.58 88.0 7.58 

YOLOv9  55.46 89.0 93.47 89.0 7.26 

YOLOv10 91.67 88.78 90.0 93.54 94.0 5.45 

Proposed 94.89 92.79 93.12 94.10 96.15 4.01 
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Figure 5. Proposed model training trajectories for several performance assessment metrics.. 

 

 
Figure 6. Implementation of segmentation on a limited set of permitted number plates and 

comparison between the baseline model YOLOv10 and the enhanced model. 

The accuracy for segmentation is calculated as in Equation 10: 

 
The accuracy for recognition is calculated as in Equation 11: 

 
Figure 8 depicts the performance comparison of the model before and following the optimization of 

the neck. The findings of this research are displayed in Table 4.  

Table 4. Number Plate Detection Ablation Experiment Results 

Technique Precision Recall mAP Parameters 

Model 1 86.5 79.6 88.0 2.02 

Model 2 92.4 77.8 89.6 2.15 

Model 3 89.6 82.6 91.0 2.40 

Model 4 94.4 92.8 96.8 2.89 

Model 5 91.3 92.0 96.0 2.29 

The baseline model YOLOv10 backbone was substituted with the superior YOLOv10, attaining a 

precision of 94.89%, a recall of 92.79%, a mAP50 of 94.10%, and an F1 Score of 93.83%. The inclusion of the 

BiFPN component boosted accuracy to 93.14% and AP50 to 55.01%, although recall slightly declined to 

84.90%, giving an input total of 2.25 M. A further incorporation of the SEAM component boosted recall and 

accuracy to 93.69% and 92.61%, as well as AP50 to 59.80%. Still, the variable quantity climbed to 2.45 million 

[75-76]. The introduction of an extra recognition layer greatly increased the accuracy of the model, 

achieving an accuracy of 93.84%, recall of 93.15%, and an AP50 of 62.58%, resulting in the parameter count 

expanding to 3.12 M. Figure 7 depicts an illustration of the model’s accuracy before and after the integration 

of the minor object identification layer. Table 5 illustrates the many alterations to the model. The 
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experiments demonstrate that the proposed improved YOLOv10 significantly enhances model detection 

accuracy with a little rise in computational and parametric metrics [77]. 

 

 
Figure 7. Assessment of the metrics with model 4 & 5 

 
Figure 8. Assessment of the evaluation metrics with model 3 & 5 

Table 5. Different Improvements Techniques Applied 

Technique Model1 Model2 Model3 Model4 Model5 Proposed 

BiFPN - No Yes Yes Yes Yes 

SEAM - No Yes No Yes Yes 

DySample - Yes Yes Yes Yes Yes 

GCNet - No Yes No No Yes 

DepthConv - Yes Yes Yes Yes Yes 

 

4.3. Model Performance Before and After Improvement 

Table 6 demonstrates that the proposed YOLOv10 enhanced detection precision relative to YOLOv10 

by 2.13, 3.20, and 1.27 percentage points for small number plates, obscured number plates, and number 

plates in complicated environments, respectively. The findings demonstrate that the optimized model 

outperformed the original YOLOv10 on the training set, attaining an 85% enhancement in mAP.               

Table 6. Model mAP50 for different number plates 

Licensed Number 

Plate 

Base Model 

YOLOv10 

Improved Model 

YOLOv10 

Small Targets 89.10 91.23 

Obscured Objects 88.21 91.45 

Complex Environment 90.10 91.37 

4.4. Comparative Analysis with other Recognized Classifiers 

Table 7 illustrates that the proposed classifier achieved the highest accuracy rate of 97.87%, alongside 

an impressive computation time of only 2.1 milliseconds per image. MobileNet [76] demonstrated the 

quickest processing time at 1.1 milliseconds per image, although its accuracy was significantly inferior at 

89.31%. This illustrates that while MobileNet analyzes images more rapidly, it significantly sacrifices 

accuracy, in contrast to the CNN classifier, which adeptly preserves a balance between speed and precision. 
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This study used YOLOv10 as the baseline model for car number plate detection. This research investigated 

the incorporation of diverse attention mechanisms and network architectures into the original YOLOv10 

model to improve its object identification efficacy. In comparison to the SS-D, Faster R-CNN, YOLO v8, 

YOLO v9, and YOLOv10, the enhanced model exhibited a greater correlation and accuracy in the detection 

of number plate objects [78] relative to the results of the other methods. This study obtained promising 

results by employing the enhanced YOLOv10 for object detection, followed by a CNN classifier for licensed 

number plate segmentation, and ultimately character recognition on the number plate. 

Table 7. Comparative Analysis with SOTA Methods on AOLP Dataset. 

Technique Accuracy (%) Computation time (%) 

Res-Net[62] 91.78 4.15 

Efficient-Net[63] 93.20 13.21 

Mobile-Net[64] 89.31 1.10 

NAS-Net[65] 95.70 13.71 

X-ception[66] 88.54 6.16 

CNN[73] 92.89 5.32 

C-RNN[74] 96.65 11.50 

[Improved YOLOv10] 97.87 2.1 

 

5. Conclusion  

Intelligent vehicular technology has revolutionized human life in the modern era. Identifying license 

plates on bikes, cars, trucks, and vans aids law enforcement, surveillance, and toll collection; however, 

obstacles emerge due to low resolution, environmental pollution, insufficient lighting, and obstruction. 

Contemporary approaches can identify license plates in simple conditions. This research presents an 

innovative upgraded YOLOv10 for license plate detection, employing a cross-stage partial bottleneck CNN 

classifier for alphanumeric character recognition in a multimodal framework. This study incorporated 

BiFPN, SEAM, and GCNet modules into an improved YOLOv10 model. GCNet employs the global context 

block to record long-range relationships in the image, improving the model’s capacity to understand 

complex information more precisely. This study employs a comprehensive dataset augmentation strategy 

to enhance the recognition of partial plates under simulated adverse conditions, significantly improving 

the model’s robustness in real-world scenarios. The experimental findings demonstrate that this technique 

achieved a precision of 94.89%, a recall of 92.79%, an F1 Score of 93.83%, and a mAP of 94.10% in number 

plate detection, exceeding the benchmark YOLOv10 model by 3.22% in precision, 4.01% in recall, 3.83% in 

F1 Score, and 0.56% in mAP on the customized AOLP dataset. The R2 value is 96.15%, accompanied by a 

RMSE of 4.01%. The proposed model attains an accuracy of 97.87% and a processing duration of 2.1 

milliseconds. 
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